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Abstract 

In this paper, a sentiment classification model is proposed to address two predominant issues in 

sentiment classification, namely domain-sensitive and data imbalance. Since words may embed 

distinct sentiment polarities in different contexts, sentiment classification is widely contended as a 

domain-sensitive task. Accordingly, this paper draws on label propagation to induce universal and 

domain-specific sentiment lexicons and builds a domain-adaptive sentiment classification model that 

incorporates universal and domain-specific knowledge into a unified learning framework. On the flip 

side, sentiment-related corpuses are usually formed with skewed polarity distribution because 

individuals tend to share similar assessment criteria on a given object and hence their sentiment 

polarities toward the same object are likely to be similar. We endeavor to address such imbalanced 

data problem by advancing a novel over-sampling technique. Unlike existing over-sampling 

approaches that generate minority-class samples from numerical feature space, the proposed sampling 

method directly creates synthetic texts from word spaces. Several experiments are conducted to verify 

the effectiveness of the proposed lexicon generation method, learning framework, and over-sampling 

method. Results show that the induced sentiment lexicons are interpretable and the proposed model is 

found to be effective for imbalanced and domain-specific text sentiment classification.  
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1. Introduction 

The Internet has given rise to electronic Word-of-mouth (eWOM) communication, particularly in the 

form of reviews, forums, and microblogs. As these eWOMs are usually embedded with rich 

opinions/sentiments towards various forms of objects such as products, movies, social issues, and 

political events, analyzing such opinioned texts could offer useful insights for practitioners and help 

them make better decisions. Existing research has shown that people tend to seek for others’ opinions 

to reduce their risk of making bad decisions [1]. For example, customers may browse movie reviews 
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