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Abstract

Most image classification algorithms aim to maximize the percentage of class labels that are predicted correctly. These algo-
rithms often missclassify images from minority categories as into the dominant categories . To overcome the issue of unbalanced
data for classifying vehicles from traffic surveillance images, we propose a semi supervised pipeline focused on integrating deep
neural networks with data augmentation based on generative adversarial nets (GANs). The proposed approach consists of three
main stages. In the first stage, we trained several GANs on the original dataset to generate adversarial samples for the rare classes.
In the second stage, an ensemble of CNN models with different architectures are trained on the original imbalanced data set, and
then a sample selection step is performed to filter out the low-quality adversarial samples. In the final stage, the aforementioned
ensemble model is refined on the augmented dataset by adding the selected adversarial samples. Experiments on the highly im-
balanced large benchmark “MIOvision Traffic Camera Dataset (MIO-TCD)” classification challenge dataset demonstrate that the
proposed framework is able to increase the mean performance of some categories to some extent, while maintaining a high overall
accuracy, compared with the baseline.
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1. Introduction

In the last decade, the widespread use of visual traffic sys-
tems has led to rapid growth of the available video data that
must be processed. However, while parsing surveillance video
content is repetitive, it is suitable for computers to perform te-5

dious tasks that require a long attention span. Therefore, auto-
mated video surveillance is attracting more attention than man-
ual surveillance. With the increasing number of available im-
ages, image processing techniques such as image classifica-
tion have become a hot topic in the field of artificial intelli-10

gence. Although image classification has been widely stud-
ied in academia and applied in various fields, it remains an
open problem. For example, many practical image classifica-
tion problems are imbalanced, i.e., at least one of the classes is
represented by only a few samples, while other categories make15

up the majority. It is a difficult task to classify images with
multiple labels using only a small number of labeled samples,
and this difficulty is compounded by images with an unbalanced
distribution.

Moreover, image classification plays an important role in20

visual intelligent transport systems. It is a prerequisite for the
semantic analysis of visual traffic surveillance systems. In the
field of traffic surveillance, a visual traffic surveillance system
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needs to detect vehicles or pedestrians and classify them if pos-
sible. In practice, Pedestrians, Bicycles and Motorcycles often25

constitute a minority of the data set, in contrast with Cars and
Buses. Consequently, to avoid the misclassification of images
from rare categories as majority classes, it is not appropriate
to assume that the misclassification error costs for all samples
are equal. If the misclassification error costs are implicitly as-30

sumed to be equal, images from minority categories are prone
to be misclassified as from dominant categories. Therefore, to
effectively reduce the number of fatalities, it is reasonable to
focus on enhancing the mean accuracy of all categories, in the
condition of high overall accuracy.35

In the last decade, deep neural networks have led to a se-
ries of breakthroughs on a variety of machine learning tasks,
such as computer vision, text analysis and voice recognition.
Large-scale labeled training datasets are becoming increasingly
important with the rise in the capacity of deep learning meth-40

ods. However, such datasets are not always available. In such
cases, data augmentation techniques to enlarge training image
data sets with given labels become a viable solution. Genera-
tive adversarial networks (GANs)[1] have been used to gener-
ate synthetic images, owing to the relative sharpness of sam-45

ples generated by these models compared to other approaches.
However, learning from training data enlarged by GANs may
not achieve the desired performance, owing to a gap between
the synthetic and real image distributions for rare classes.

The contributions of this work are as follows:50
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