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Abstract

Collecting labels for data is important for many practical applications (e.g., data min-

ing). However, this process can be expensive and time-consuming since it needs ex-

tensive efforts of domain experts. To decrease the cost, many recent works combine

crowdsourcing, which outsources labeling tasks (usually in the form of questions) to a

large group of non-expert workers, and active learning, which actively selects the best

instances to be labeled, to acquire labeled datasets. However, for difficult tasks where

workers are uncertain about their answers, asking for discrete labels might lead to poor

performance due to the low-quality labels. In this paper, we design questions to get

continuous worker responses which are more informative and contain workers’ labels

as well as their confidence. As crowd workers may make mistakes, multiple workers

are hired to answer each question. Then, we propose a new aggregation method to

integrate the responses. By considering workers’ confidence information, the accuracy

of integrated labels is improved. Furthermore, based on the new answers, we propose a

novel active learning framework to iteratively select instances for “labeling”. We define

a score function for instance selection by combining the uncertainty derived from the

classifier model and the uncertainty derived from the answer sets. The uncertainty de-

rived from uncertain answers is more effective than that derived from labels. We also

propose batch methods which select multiple instances at a time to further improve
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