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a b s t r a c t

Image clustering methods are efficient tools for applications such as content-based image retrieval
and image annotation. Recently, graph based manifold learning methods have shown promising perfor-
mance in extracting features for image clustering. Typical manifold learning methods adopt appropriate
neighborhood size to construct the neighborhood graph, which captures local geometry of data distri-
bution. Because the density of data points’ distribution may be different in different regions of the
manifold, a fixed neighborhood size may be inappropriate in building the manifold. In this paper, we
propose a novel algorithm, named sparse patch alignment framework, for the embedding of data lying in
multiple manifolds. Specifically, we assume that for each data point there exists a small neighborhood
in which only the points that come from the same manifold lie approximately in a low-dimensional
affine subspace. Based on the patch alignment framework, we propose an optimization strategy for
constructing local patches, which adopt sparse representation to select a few neighbors of each data
point that span a low-dimensional affine subspace passing near that point. After that, the whole
alignment strategy is utilized to build the manifold. Experiments are conducted on four real-world
datasets, and the results demonstrate the effectiveness of the proposed method.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Recently, dimensionality reduction based techniques [1,2,37]
show to have promising performance in image clustering and
classification [41]. These methods assume images as high dimen-
sional points distributing on or nearly on a low dimensional
manifold. In past decades, many approaches [3–5,38] were pro-
posed to build manifold by preserving the locality of manifold
structure and the discrimination among different classes. The
graph based methods have been widely adopted in many applica-
tions including multimedia information retrieval [6,29,30,42,43],
document clustering [7], data visualization [8], and image match-
ing [9]. Theoretically, graph is an efficient tool used in manifold
learning [12,39,40] and semi-supervised learning [10,11].

Typical graph-based manifold learning methods include Locally
Linear Embedding (LLE) [12], ISOMAP [19], Laplacian Eigenmaps
(LE) [13], Local Tangent Space Alignment (LTSA) [14], and Locality
Preserving Projections (LPP) [15]. LLE adopts linear coefficients to
reconstruct a given measurement by its neighbors, and then
explores a low-dimensional embedding, in which these coefficients

are appropriate for reconstructing the local structure of the mea-
surement. ISOMAP preserves global geodesic distances of all pairs of
measurements. LE preserves relationships of proximity through an
undirected weighted graph, which indicates neighbor relations of
pairwise measurements. LTSA uses the local tangent information to
describe the local geometry and this local tangent information is
then aligned to provide a global coordinate. Recently, Zhang et al.
[16] proposed another popular framework named Patch Alignment
Framework (PAF), which unified manifold learning algorithms
through two stages: local patch optimization and whole alignment.
This framework explores that: (i) manifold algorithms are intrinsi-
cally different in the local patch optimization stage; and (ii) all
algorithms share an almost-identical whole alignment stage.
Guan et al. [33] applied patch alignment framework into the non-
negative matrix factorization (NMF) related dimension reduction
algorithms. Xia et al. [34] integrated with patch alignment frame-
work with the multimodality learning. In these two methods, the
neighbor number k in local patch construction is a parameter, which
should be selected from a large range. Furthermore, graph-based
semi-supervised learning methods, such as the popular Gaussian
Laplacian based classification (Lap) [17] and the Transductive Classi-
fication via Local Learning algorithm (LL) [18], have attracted great
interest in the research community. In graph-based semi-supervised
learning methods, the construction of the Laplacian matrix, which
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estimates the geometric structure of manifold, is critical to boost the
performance.

Local methods, such as LLE, LE, LTSA and PAF, try to preserve
local relationships among points by learning a set of weights
between each point and its neighbors. Global methods, such as
ISOMAP, try to preserve local and global relationships among
all data points. All these methods estimate the manifold of the
data using several eigenvectors of a matrix related to the learned
weights between pairs of points. Therefore, a proper selection of
the neighborhood size adopted to construct the neighborhood
graph is important for both local and global methods. In detail,
a small neighborhood size may not capture sufficient information
about manifold geometry estimation, while a large neighborhood
size could break the rules used to capture information about the
manifold. In addition, the density of data points’ distribution may
be different in different regions of the manifold. Therefore, a fixed
neighborhood size may be inappropriate in building the manifold.

In this paper, we propose a novel algorithm, called sparse patch
alignment framework (SPAF), for the embedding of data lying in
multiple manifolds. Specifically, we assume that for each data
point there exists a small neighborhood in which only the points
that come from the same manifold lie approximately in a low-
dimensional affine subspace. Based on the patch alignment frame-
work, we propose an optimization strategy for constructing local
patches, which adopt sparse representation to select a few
neighbors of each data point that span a low-dimensional affine
subspace passing near that point. Hence, a few nonzero elements
of the solution indicate the points that are on the same manifold,
hence they can be used for building local patches. After that, the
whole alignment strategy is utilized to build the manifold.
Embedding of the data into lower dimensions follows by taking
the eigenvectors of the matrix. In summary, contributions of this
paper are as follows:

� First, a novel framework of manifold construction is proposed.
Sparse representation is used in local patch construction, and
whole alignment is adopted to obtain the global manifold. This
framework can be used for different applications including
image clustering and classification.

� Second, sparse representations of each data point can reflect
the intrinsic dimensionality of the underlying manifold.
Besides, the proposed SPAF has only one free parameter that
results in a stable embedding, and allows robust automatic
selection of neighbors.

The rest of this paper is organized as follows. Section 2 intro-
duces the related work. The algorithm of sparse patch alignment
framework is proposed in Section 3. Section 4 provides experiments
of image clustering on four image datasets. The application of
the framework for image classification is introduced in Section 5.
Conclusions are drawn in Section 6.

2. Related works

In many real-world applications, the samples distribute in
multiple manifolds with different dimensions [20]. In order to
build a low-dimensional embedding of the data, the samples
should be first separated into different clusters, and then a low-
dimensional representation for the samples in each cluster should
be constructed. Since the manifolds can be very close to each other
and they can have arbitrary dimensions, curvature and sampling,
the manifold clustering and embedding problem [20] is very
challenging. Wu et al. [21] adopted an agglomerative process
to separate independent manifolds. Initially, data samples are
segmented into different groups according to a threshold. Sub-
space is then fit to each group, and two groups are merged when
the distance between their subspaces is below a threshold.
Generalized PCA (GPCA) [22] is an algebraic geometric method
for clustering data lying in linear subspaces. The main idea behind
GPCA is that one can fit a union of subspaces with a set of
polynomials, whose derivatives at a point give a vector normal
to the subspace containing that point. Specifically, the first step of
GPCA projects the samples onto a subspace. The second step is to
fit a homogeneous polynomial of the projected samples. The last
step is to compute the normal vectors from the vector of
coefficients. The segmentation of the samples is then obtained
by grouping these normal vectors using possible techniques.

The above mentioned methods take advantage of the global
linear relations among samples in the same subspace. Therefore,
they cannot handle nonlinear manifolds. Besides, these methods
adopt complicated procedures to achieve manifold clustering,
which cannot be conveniently used in building novel graph-
based learning algorithms.

3. Sparse patch alignment framework

Patch Alignment Framework (PAF) [16] integrates popular
manifold learning algorithms, e.g., LLE, ISOMAP, LTSA and LPP.
It obtains two stages: local patch optimization and whole align-
ment, which can be utilized to design manifold learning algo-
rithms with specific objectives. Table 1 lists important notations
used in this paper.

Local patch optimization: For a given sample v!i in a dataset,
PAF constructs a local patch Vi ¼ ½ v!i; v

!
i1 ;…; v!ik �, wherein v!i1 ;

…; v!ik are k nearest samples of v!i. For each patch Vi, the
corresponding low-dimensional representation is denoted by
Hi ¼ ½h!i; h

!
i1 ;…; h

!
ik �. Then, the optimization of local patches

[16] encodes the proximity information over the local patch Hi

by preserving the distances between h
!

i and its k nearest
samples as small as possible. The optimization is conducted as
minHi

trðHiLiH
T
i Þ, where trðdÞ is the trace operator, and Li varies

with different manifold learning algorithms to capture the local
geometry of the patch.

Table 1
Important notations used in this paper.

Notations Descriptions

Vi ¼ ½ v!i ; v
!

i1 ;…; v!ik � A local patch with k nearest samples of v!i

Hi ¼ ½h!i; h
!

i1 ;…; h
!

ik �
The low-dimensional representation

Li Captures the local geometry of the local patch
Si The selection matrix
fΨ lgnl ¼ 1 n different manifolds with varied dimensions fdlgnl ¼ 1

ℕi Represent the set of all samples in Bi without v!i

Pi It is a positive-definite diagonal matrix recording the adjacent relationships between v!i and other points
U The projection matrix
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