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This paper studies the problem of calculating the finite Hilbert transform f̃ =
Hf of functions f from the set B of continuous functions with a continuous 
conjugate f̃ based on discrete samples of f . It is shown that all sampling based 
linear approximations which satisfy three natural axioms diverge strongly on B
in the uniform norm. More precisely, we consider sequences {HN}N∈N of linear 
approximation operators HN : B → B such that the calculation of HNf is based 
on discrete samples of f and which satisfies two additional natural axioms. We 
show that for all such sequences {HN}N∈N there always exists an f ∈ B such that 
limN→∞ ‖HNf‖∞ = +∞. Moreover, it is shown that on the subset B1/2 of all f ∈ B
with finite Dirichlet energy an even larger class of sampling based approximation 
sequences diverges weakly, i.e. for all such sequences there always exists an f ∈ B1/2

such that lim supN→∞ ‖HNf‖∞ = +∞.
© 2017 Elsevier Inc. All rights reserved.

1. Introduction

The finite Hilbert transform H : f �→ f̃ relates a function f , defined on the unit circle, and its conjugate 
f̃ by the principal value integral

f̃(eiθ) =
(
Hf

)
(eiθ) = lim

ε→0

1
2π

∫
ε≤|θ−τ |≤π

f(eiτ )
tan([θ − τ ]/2) dτ , θ ∈ [−π, π) . (1)
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This transformation plays an important role in science and engineering since it is closely related to our 
causal perception of the physical world [13,23]. If, for example, a discrete sequence is known to be causal 
then the real and imaginary part of its Fourier transform are related by (1). For signals, defined on the 
real axis, the corresponding dependency is also known as Kramers–Kronig relation. It allows, in principle, 
to retrieve the phase of a causal signal from amplitude measurements in situations where it is hard or 
impossible to obtain the phase information directly [16].

Because of its practical importance, there are many different approaches and algorithms to evaluate 
numerically the Hilbert transform [29,30,18,17,19,24,26,21]. Thereby, the principal value integral (1) con-
stitutes the major problem in evaluating Hf numerically. Consequently, there has been significant research 
effort to find appropriate quadrature formulas for the integral in (1) using Gaussian, Chebychev, or spline 
interpolating functions, to mention just a few (see, e.g., the overview in [18, Vol. 1, Chapter 14]). Other 
approaches [30] are based on expanding Hf in the eigenfunction of H. The corresponding expansion co-
efficients are given by integrating f , which is again approximated by an appropriate quadrature formula. 
Pointwise convergence results for such quadrature formulas have been shown for Hölder continuous func-
tions [9,19], whereas uniform convergence of Hilbert transform approximations were reported for analytic 
function [15,14].

It is an interesting question whether the smoothness assumptions are necessary to obtain these point-
wise or uniform convergence results or whether there exist approximations which will converge even for 
non-smooth continuous functions. This questions is investigates in this paper for a very general class of 
approximation methods. Note that all above discussed approximation methods resting upon numerical 
quadrature formulas. Therefore, all of these approaches are based on a finite set of discrete samples of 
{f(ζn)}Nn=1 of f . This property is necessary in order to use digital computers for the numerical evaluation. 
To generalize these approximation approaches, assume that a set of sampling points {ζn}Nn=1 is given. Then 
one tries to design a sequence of linear operators {HN}N∈N, each of which is concentrated on the samples 
{f(ζn)}Nn=1, such that HNf approximates Hf sufficiently well if N gets sufficiently large. In other words, 
one tries to find a sequence {HN}N∈N of bounded linear operators such that

lim
N→∞

∥∥HNf − Hf
∥∥
∞ = 0 for all f ∈ B ,

where B is the Banach space of all continuous functions with a continuous conjugate and where we are 
interested to approximate Hf in the uniform norm. It was already shown [5] that for every sampling based 
approximation method {HN}N∈N one has

lim sup
N→∞

∥∥HNf − Hf
∥∥
∞ = +∞ for some f ∈ B . (2)

However, if {HN}N∈N satisfies (2) then this implies only the existence of a “bad subsequence” {Nk(f)}k∈N

such that HNk
f diverges as k → ∞. Nevertheless, there may exist “good subsequences” Nk(f) such that 

HNk(f)f converges to Hf . The interesting question is then, whether it is always possible to find such a 
good subsequence {Nk(f)}k∈N. This paper will prove that the answer is negative for a very general class of 
sampling based Hilbert transform approximation operators. Since the convergent subsequence {Nk(f)}k∈N

depends generally on the actual function f , this problem can be related to the non-existence of adaptive 
algorithms to calculate the Hilbert transform [6].

Divergence results of the form (2), which involve a lim sup-divergence, are usually proven by showing 
that the operator norms ‖HN‖ are not uniformly bounded and by applying the Banch–Steinhaus theorem 
[1]. However, to prove that there exist no convergent subsequence, one has to verify that

lim
N→∞

∥∥HNf − Hf
∥∥
∞ = +∞ for some f ∈ B ,
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