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Abstract

Apache Spark is an efficient distributed computing framework for big da-
ta processing. It supports in-memory computation of RDDs (Resilient Dis-
tributed Dataset) and provides a provision of reusability, fault tolerance, and
real-time stream processing. However, the tasks in Spark framework are only
performed on CPU. The low degree of parallelism and power inefficiency of
CPU may restrict the performance and scalability of the cluster. In order
to improve the performance and power dissipation of the data center, het-
erogeneous accelerators such as FPGA, GPU, MIC (Many Integrated Core)
exhibit more efficient performance than general-purpose processors in big
data processing. In this work, we propose a framework to integrate FPGA
accelerators into a Spark cluster, which achieves performance improvement
and power dissipation reduction for distributed applications. We propose a
method for connecting Spark with OpenCL application which is a standard
for cross-platform, parallel programming of diverse processors and widely
used in heterogeneous computing, and use FPGA to accelerate the Spark
tasks developed with Python. We illustrate the performance and the ener-
gy efficiency of FPGA based Spark framework with a case study of K-means
algorithm acceleration. The results show that FPGA based Spark implemen-
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