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Abstract

Fine-grained opinion extraction has received increasing interests in the natural
language processing community. It usually involves several subtasks. Recently,
joint methods and neural models have been investigated by several studies,
achieving promising performance by using graph-based models such as condi-
tional random field. In this work, we propose a novel end-to-end neural model
alternatively for joint opinion extraction, by using a transition-based framework.
First, we exploit multi-layer bi-directional long short term memory (LSTM) net-
works to encode the input sentences, and then decode incrementally based on
partial output results dominated by a transition system. We use global normal-
ization and beam search for training and decoding. Experiments on a standard
benchmark show that the proposed end-to-end model can achieve competitive
results compared with the state-of-the-art neural models of opinion extraction.
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1. Introduction

Opinion Extraction, which identifies opinion expressions along with their
opinion arguments such as holders and targets in text, has drawn much attention
recently [1, 2, 3]. The task can be modeled in different ways. We can perform
corpus-level analysis, extracting high-confidence opinions for a given corpus [4,5

5]. Besides, we can perform sentence-level analysis [6, 7, 8, 9] as well, extracting
opinion entities and relations for each sentence. Here we concentrate on the
latter sentence-level opinion analysis.

Figure 1 shows two examples of the task, where the first case contains only
one opinion and the second case includes two opinions. As shown, we are in-10

terested in three types of opinion entities, namely opinion expressions (EXP),
holders (HLD) and targets (TGT), and two kinds of opinion relations over the
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