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Highlights

1. We present an approach to detect concept drifts on data streams.

2. Our approach provides theoretical learning guarantees.

3. McDiarmid’s inequality is employed to formalize model divergences.

1



Download English Version:

https://daneshyari.com/en/article/11021185

Download Persian Version:

https://daneshyari.com/article/11021185

Daneshyari.com

https://daneshyari.com/en/article/11021185
https://daneshyari.com/article/11021185
https://daneshyari.com

