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Abstract

In this paper, we propose a pseudo long short-term memory (LSTM) classifier for single image vehicle classification.
The proposed pseudo-LSTM (P-LSTM) uses spatially divided images rather than time-series images. In other words,
the proposed method considers the divided images to be time-series frames. The divided images are formed by
cropping input images using two-level spatial pyramid region configuration. Parallel convolutional networks are
used to extract the spatial pyramid features of the divided images. To explore the correlations between the spatial
pyramid features, we attached an LSTM classifier to the end of the parallel convolutional network and treated each
convolutional network as an independent timestamp. Although LSTM classifiers are typically used for time-dependent
data, our experiments demonstrated that they can also be used for non-time-dependent data. We attached one fully
connected layer to the end of the network to compute a final classification decision. Experiments on an MIO-TCD
vehicle classification dataset show that our proposed classifier produces a high evaluation score and is comparable
with several other state-of-the-art methods.

Keywords: Pseudo-LSTM classifier, vehicle classification, deep convolutional network

1. Introduction

Vehicles play a significant role in modern life, and
many people use them on a daily basis. The increasing
number of vehicles on roads has increased the risk of
traffic incidents. The Canadian Council of Motor Trans-
port Administrators, in their 2014 statistic report [1],
noted that traffic accidents in Canada cause more than
1,800 fatalities and more than 150,000 injuries. The sit-
uation forced the traffic safety division to implement a
real-time surveillance system for road scene analysis.
The aim of the real-time surveillance system is to under-
stand the behavior of road users, including non-vehicle
users such as cyclists and pedestrians. The combination
of CCTV cameras with a video management system is
the main configuration used to implement real-time traf-
fic surveillance systems in the world today because it
is cheaper and easier to implement than other sensors.
Usually, traffic is manually analyzed by a control-room
operator using real-time video data from CCTV cam-
eras. To increase effectiveness, a system that can au-
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tomatically analyze road traffic is required. One com-
ponent of such a system is a vehicle recognition mod-
ule which is very important in analyzing the behavior of
road users. The vehicle recognition task is necessary to
narrow down a target efficiently and effectively from a
large number of vehicle categories. A vehicle recogni-
tion module usually consists of two different systems:
a vehicle detection system and a vehicle classification
system. The vehicle detection system is responsible for
detecting the vehicle appearing in the CCTV video data,
while the vehicle classification system is responsible for
categorizing the vehicle. This paper discusses the vehi-
cle classification system, by assuming that detection has
already been achieved in previous steps and that the in-
put of the vehicle classification system is the cropped
region of the vehicle candidate.

The development of vehicle classification systems be-
gan in early 1980 with the use of induction loop sensors.
Such sensors were used until approximately 2000, as
described in [2, 3, 4, 5, 6]. One disadvantage of induc-
tion loop sensors is that they have very high implemen-
tation and maintenance costs compared with other ap-
proaches. Researchers have proposed other approaches
for vehicle classification systems, including acoustic
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