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a b s t r a c t

We consider parallel-machine scheduling with deteriorating jobs and DeJong’s learning effect. We focus
on the problems to minimize the total completion time and the makespan. We show that the former is
polynomially solvable, while the latter is NP-hard, for which we provide a fully polynomial-time approx-
imation scheme.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Scheduling with deteriorating jobs was first considered by
Gupta and Gupta (1988) and Brown and Yechiali (1990) indepen-
dently. Later, Mosheiov (1994) studied a special case proposed by
Brown and Yechiali (1990) (referred to as simple linear
deterioration) and gave polynomial-time algorithms for several
classical scheduling criteria. Cheng and Ding (1998) derived
some relationships between scheduling problems involving
time-dependent jobs with increasing/decreasing linear processing
times. General results on the relations between scheduling prob-
lems involving jobs with time-dependent processing times can
be found in Gawiejnowicz, Kurc, and Pankowska (2009a, 2009b),
Gawiejnowicz and Kononov (2014), and Rustogi and Strusevich
(2012, 2014). Focusing on scheduling problems involving jobs with
time-dependent processing times, Gawiejnowicz (2008) gave a
detailed survey of such scheduling problems and discussed
advanced topics such as application of matrix methods; for the lat-
est results on such scheduling problems, the reader may refer to
Yin, Cheng, and Wu (2014, 2015). Furthermore, recent papers that
consider scheduling with deteriorating jobs include Ji and Cheng
(2009, 2010), Lee, Wu, and Liu (2009), Lee, Wang, Shiau, and Wu
(2010), Gawiejnowicz and Kononov (2010), Gawiejnowicz and
Lin (2010), Wang, Wang, and Ji (2011), Li, Ng, Cheng, and Yuan
(2011), Ji, Hsu, and Yang (2013), and Yin, Wu, Cheng, and Wu

(2015), among others. There are many applications of scheduling
models where the processing time of a job is an increasing function
of its start time. These include repayment of multiple loans, de-
rusting of operations, control of queues in communication systems,
etc. For a list of applications of scheduling models with deteriorat-
ing jobs, the reader may refer to Gawiejnowicz (2008).

On the other hand, it is necessary and reasonable to consider
the learning effect in scheduling. Motivated by observations in
the aircraft industry, Wright (1936) initiated research on the learn-
ing effect in manufacturing. Gawiejnowicz (1996) first considered
learning in scheduling research, which was later popularized by
Dondeti and Mohanty (1998), Biskup (1999), and Cheng and
Wang (2000). Subsequently, many scheduling researchers have
devoted a great deal of effort to this stream of research and pro-
posed a large variety of position-based learning effect models
(see, e.g., Agnetis, Billaut, Gawiejnowicz, Pacciarelli, & Soukhal,
2014; Cheng, Kuo, & Yang, 2013; Low & Lin, 2011; Lu, Wei, &
Wang, 2012; Wang & Wang, 2013; Yin, Xu, & Wang, 2010).
Biskup (2008) and Agnetis et al. (2014) provided comprehensive
reviews of this line of research. Extending the work to the multi-
agent scheduling context, Agnetis et al. (2014) provided details
on multi-agent scheduling research. Almost all of these models
considering the position-dependent learning effect suffer a com-
mon drawback that when a job’s position is large enough in a
schedule, its actual processing time is close to zero. Following
Wright’s (1936) notion of learning, DeJong (1957) proposed a
new learning model Ts ¼ T1ðM þ ð1�MÞ=smÞ, where Ts is the time
required for the sth cycle of the batch, T1 is the time required for
the first cycle of a batch, s stands for the sth cycle, M represents

http://dx.doi.org/10.1016/j.cie.2015.10.015
0360-8352/� 2015 Elsevier Ltd. All rights reserved.

⇑ Corresponding author. Tel./fax: +86 571 28008303.
E-mail addresses: jimkeen@163.com (M. Ji), Edwin.Cheng@polyu.edu.hk (T.C.E.

Cheng).

Computers & Industrial Engineering 91 (2016) 42–47

Contents lists available at ScienceDirect

Computers & Industrial Engineering

journal homepage: www.elsevier .com/ locate/caie

http://crossmark.crossref.org/dialog/?doi=10.1016/j.cie.2015.10.015&domain=pdf
http://dx.doi.org/10.1016/j.cie.2015.10.015
mailto:jimkeen@163.com
mailto:Edwin.Cheng@polyu.edu.hk
http://dx.doi.org/10.1016/j.cie.2015.10.015
http://www.sciencedirect.com/science/journal/03608352
http://www.elsevier.com/locate/caie


the ‘‘factor of incompressibility” ð0 6 M 6 1Þ, and m is the expo-
nent of reduction ð0 < m < 1Þ. It is clear that when s increases,
the time required for the sth cycle will naturally fall and approach
a certain limit, i.e., MT1. So DeJong’s learning model overcomes the
drawback associated with the log-linear learning model. Subse-
quent studies have empirically validated DeJong’s learning model,
e.g., Yelle (1979), Badiru (1992), Okolowski and Gawiejnowicz
(2010), Ji, Yao, Yang, and Cheng (2014), etc.

Scheduling problems considering the effects of learning and job
deterioration at the same time has been extensively studied in the
literature (see, e.g., Huang, Wang, & Ji, 2014; Kuo & Yang, 2011;
Toksari & Güner, 2010; Wang, 2009a, 2009b; Wang, Huang,
Wang, Yin, & Wang, 2009; Wang & Wang, 2014; Wu, Wang, &
Wang, 2011; Yang & Kuo, 2010). However, to the best of our
knowledge, most studies assume that the position-dependent
learning curve approaches 0 when a job’s position is large enough
in a schedule, which is unrealistic because this implies no further
improvement can be made after some amount of production in
manufacturing. DeJong’s learning curve can overcome this draw-
back, but it has seldom been combined with deteriorating jobs
despite its relevance in practice. The exception is Wang (2009a),
who considered two models that combine DeJong’s learning effect
with deteriorating jobs, i.e., pjr ¼ pjaðtÞðM þ ð1�MÞraÞ and pjr ¼
pjðaðtÞ þM þ ð1�MÞraÞ, where 0 6 M 6 1 is an incompressible
factor. He provided polynomial-time algorithms to solve some
single-machine problems. The phenomenon of learning and job
deterioration occurring simultaneously can be found in many
real-life situations. For example, as manufacturing becomes
increasingly competitive, in order to provide customers with
greater product variety, organizations are moving towards shorter
production runs and frequent product changes, which give rise to
the phenomenon of learning and deterioration in performing oper-
ational activities. Considering both the learning and forgetting
effects in measuring productivity should be helpful in improving
the accuracy of production planning and productivity estimation
(see, e.g., Nembhard & Osothsilp, 2002).

In this paper we combine DeJong’s learning effect with deterio-
rating jobs for scheduling as follows: pj ¼ pj½M þ ð1�MÞra� þ at
ð0 6 M 6 1Þ, where a is the non-positive learning index and a is
the non-negative job deterioration rate. Note that if M ¼ 0, the
model reduces to the model pjr ¼ pjr

a þ at considered by Yang
and Kuo (2010).

The rest of the paper is organized as follows: In Section 2 we
provide the problem description. In Section 3 we present some
useful preliminary results. In Section 4 we provide a fully
polynomial-time approximation scheme (FPTAS) to minimize the
makespan, and propose polynomial-time algorithm to minimize
the total completion time in the parallel-machine setting. In Sec-
tion 5 we conclude the paper and suggest topics for future
research.

2. Notation and problem formulation

We describe the scheduling problem as follows. There is a set of
n independent jobs fJ1; J2; . . . ; Jngwaiting to be processed onm par-
allel machines. Each machine can handle only one job at a time and
the processing of a job cannot be interrupted. All the jobs are avail-
able for processing at time zero. In this paper we study a schedul-
ing model that considers both learning and job deterioration
simultaneously as follows:

pj ¼ �pj½M þ ð1�MÞra� þ at; ð1Þ
where, given a schedule, pj is the actual processing time and �pj is the
normal processing time of job Jj; 0 6 M 6 1 is the incompressible
factor, r is the position of Jj; a 6 0 is the common learning index,

a P 0 is the common job deterioration rate, and t is the starting
time of job Jj in the schedule.

The objectives are to minimize the makespan Cmax ¼
maxj¼1;2;...;nCj and the total completion time

Pn
j¼1 Cj, where Cj

denotes the completion time of job Jj in a given schedule. Using
the three-field notation of Graham, Lawler, Lenstra, and Rinnooy
Kan (1979) for describing scheduling problems, we denote the
problems under study as Pmjpj ¼ �pj½M þ ð1�MÞra� þ atjCmax and
Pmjpj ¼ �pj½M þ ð1�MÞra� þ atjPCj.

3. Preliminary results

In this section we give some useful preliminary results for
solving the scheduling problems under consideration. Given m
parallel machines, we assume that the number of jobs allocated
to machine i is ni ði ¼ 1;2; . . . ;mÞ. Then the allocation of n jobs
to m machines can be expressed as Pðn;mÞ ¼ ðn1;n2; . . . ;nmÞ withPm

i¼1 ni ¼ n. Let ½ij� denote the job that occupies the jth position
on machine i in a given schedule, and p½ij� and �p½ij� denote the
actual processing time and the normal processing time of the
job, respectively.

Lemma 1. The completion time of the job scheduled in the jth position
on machine i, i.e., C½ij�, for i ¼ 1;2; . . . ;m; j ¼ 1;2; . . . ;ni, is equal toP j

k¼1
�p½ik�Qjk, where Qjk ¼ ð1þ aÞj�k½M þ ð1�MÞka� for k ¼ 1;

2; . . . ; j.

Proof (By mathematical induction). When j ¼ 1; C½i1� ¼ �p½i1�½Mþ
ð1�MÞ1a�, so the proposition is true for j ¼ 1. Assume that the

proposition is true for j ¼ l, i.e., C½il� ¼
Pl

k¼1 �p½ik�Qlk, where Qlk ¼
ð1þ aÞl�k½M þ ð1�MÞka� for k ¼ 1;2; . . . ; l. When j ¼ lþ 1,

C ½i;lþ1� ¼C ½il� þ �p½i;lþ1�½M þ ð1�MÞðlþ 1Þa� þ aC ½il�

¼
Xl

k¼1

�p½ik�ð1þ aÞlþ1�k½M þ ð1�MÞka�

þ �p½i;lþ1�ð1þ aÞlþ1�ðlþ1Þ½M þ ð1�MÞðlþ 1Þa�

¼
Xlþ1

k¼1

�p½ik�ð1þ aÞlþ1�k½M þ ð1�MÞka� ¼
Xlþ1

k¼1

�p½ik�Qlþ1;k;

where Qlþ1;k ¼ ð1þ aÞlþ1�k½M þ ð1�MÞka� for k ¼ 1;2; . . . ; lþ 1.
Hence, the proposition is also true for j ¼ lþ 1. By the principle

of mathematical induction, the lemma is established. h

Lemma 2. If jza1 � za2j 6 dminfza1; za2g, for 0 < d 6 1; a 6 0, and
z1; z2 are positive integers, then jðz1 þ 1Þa � ðz2 þ 1Þaj
6 dminfðz1 þ 1Þa; ðz2 þ 1Þag.

Proof. Without loss of generality, we assume z1 6 z2. Noting that
za1 � za2 6 dza2, we have

z1 þ 1
z2 þ 1

� �a

6 z1
z2

� �a

6 ð1þ dÞða 6 0Þ: ð2Þ

i.e.,

ðz1 þ 1Þa � ðz2 þ 1Þa 6 dðz2 þ 1Þa: ð3Þ
Similarly, if z1 > z2, we have

ðz2 þ 1Þa � ðz1 þ 1Þa 6 dðz1 þ 1Þa: ð4Þ
From (3) and (4), we conclude that jðz1 þ 1Þa � ðz2 þ 1Þaj 6
dminfðz1 þ 1Þa; ðz2 þ 1Þag. h
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