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a b s t r a c t

Two data-driven procedures, based respectively on the L-curve and generalized cross-
validation, are proposed for ridge regression under Aalen’s additive riskmodel.Monte Carlo
simulations show that the L-curve is a useful criterion for identifying a nominal degree of
regularization that appreciably reduces variance, particularly in smaller samples.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Let λ = (λ1, . . . , λn) be the intensity of a multivariate process N = (N1, . . . ,Nn) counting the occurrence of some event
among n individuals. Aalen’s (1978, 1980) additive risk model takes the form

λ(t) = Y(t)α(t), 0 ≤ t ≤ τ < ∞, (1.1)

where Y = (Y0, Y1, . . . , Yp) is a bounded, predictable process that essentially amounts to a time-varying design matrix of
ones Y0(t) and p (n > p + 1) covariates Y1(t), . . . , Yp(t), with entries for any individuals not at risk at time t- set to zero.
Here the estimand is A =


α, a (p + 1)-vector of cumulative regression functions. These are nonparametric in the sense

that

YdA should be non-decreasing, but otherwise the dependence of A on time is left unspecified. Aalen (1980) proposed

an unconstrained ordinary least squares (OLS) estimator

Â(t) =

 t

0
Y(s)−dN(s),

where

Y(t)− = J(t)

Y(t)⊤Y(t)

−1 Y(t)⊤

is the Moore–Penrose inverse multiplied by the indicator J(t) that this pseudo-inverse exists. OLS becomes numerically
unstable whenever Y(t)⊤Y(t) is near-singular. To increase stability and dispense with J , Aalen et al. (2004) considered a
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ridge regression (Hoerl and Kennard, 1970) estimator ÂRR, obtained by replacing Y(t)− with the regularized inverse

Y(t)−RR =

Y(t)⊤Y(t) + η(t)I

−1 Y(t)⊤, (1.2)
where η(t) is a scalar regularization parameter and I is a (p+1)× (p+1) identity matrix. Generally the value of η(t) should
be large enough to ensure that Y(t)−RR is defined, but sufficiently small to avoid introducing much bias. Ridge parameter
selection has been previously examined for the additive risk model in which covariate effects are fixed (Martinussen and
Scheike, 2009). However in our setting covariate dependence may vary arbitrarily with time, so any selection criteria must
be defined and applied locally. This paper adapts two existing selectionmethods from classical linear regression: generalized
cross-validation and the L-curve.

2. Singular value decomposition

Whatever pseudo-inverse we choose, it is instructive to consider the singular value decomposition (SVD) of Y(t):

Y(t) = U(t)D(t)V(t)⊤, (2.1)
whereU(t) is an n×nmatrix such thatU(t)⊤U(t) = I,V(t) is a (p+1)×(p+1)matrix satisfyingV(t)⊤V(t) = V(t)V(t)⊤ = I,
and D(t) is an n× (p+ 1) diagonal matrix of singular values d1, . . . , dp+1. The generalized inverse for ridge regression (1.2)
is thus equivalent to

Y(t)−RR =

V(t)D(t)2V(t)⊤ + η(t)I

−1 V(t)D(t)U(t)⊤ = V(t)F(t)RRU(t)⊤,

where F(t)RR = (D(t)2 + η(t)I)−1D(t).
When rank(Y(t)) = q < p + 1, dq+1, . . . , dp+1 are zero and (2.1) may then be rewritten as

Y(t) = U(t)qdiag(d1, . . . , dq)V(t)⊤q ,

where the subscript q denotes the submatrix given by the first q columns of the original matrix. Brown (1978) used this
form of truncated SVD to obtain an OLS solution under rank deficiency for classical linear regression. So, although our focus
in this paper is on ridge regression, we should note that singularities may also be addressed with use of the pseudo-inverse

Y(t)−TSVD = V(t)qdiag(1/d1, . . . , 1/dq)U(t)⊤q . (2.2)

3. Ridge parameter selection

From the outset, strategies for ridge parameter selection have aimed tominimize themean square error (MSE; Hoerl and
Kennard, 1970). Suppressing the dependence on time, the increment ∆ÂRR(t) has MSE

MSE

∆ÂRR


= VMSE


FRRU⊤∆N


V⊤

= V

tr


Var


FRRU⊤∆N


+


(I − FRR)U⊤∆N

⊗2

V⊤

= V


p+1
j=1

d2j u
⊤

j Var(∆N)uj
d2j + η

2 +

p+1
j=1

η2

uj

⊤∆N
2

d2j + η
2


V⊤,

where uj is the jth column of U (j = 0, . . . , p). Assuming that N −

dA is a martingale and from Andersen et al. (1993,

Proposition II.4.1), Var(∆N) is consistently estimated by diag(∆N). The η(t) that minimizes the MSE is then approximately
equal to one—a value that would have undue influence on the model fit. So we must consider alternatives for the minimum
MSE criterion in order to achieve a reasonable bias–variance trade-off.

3.1. The L-curve

The L-curve is a plot of the regularized solution norm versus the corresponding residual norm, both in log scale (Hansen,
1992). It displays the trade-off between the size of the estimate and the fit to the data. The L-curve criterion for selecting
the ridge parameter is to balance these quantities by selecting the parameter value at which the L-curve reaches maximum
curvature.

In our setting, the solution norm for the increment in the cumulative regression functions is

s(η) = ∥∆ÂRR∥
2

= ∥VFRRU⊤∆N∥
2

=

p+1
j=1

d 2
j (uj

⊤∆N)2

(d 2
j + η)2

,

where we suppress the dependence on time for brevity. The corresponding residual norm is the residual sum of squares

r(η) = ∥∆N − Y∆ÂRR∥
2

= 1 − 2
p+1
j=1

d2j (uj
⊤∆N)2

d2j + η
+

p+1
j=1

d4j (uj
⊤∆N)2

(d2j + η)2
.
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