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a b s t r a c t

This paper notes that two test statistics proposed by Chen et al. (2010) and another two
recently developed by Srivastava et al. (2014) for sphericity and identity of covariance
matrices respectively under non-normality are essentially the same except for a scale
factor.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Testing for the sphericity and identity of covariance matrices are two old topics in statistics. Suppose {xi}Ni=1 is a random
sample from a population of random vectors of dimension pwith positive-definite covariance matrix Σp. Based on the data,
the two types of tests are designed to check

H0 : Σp = σ 2Ip against H1 : Σp ≠ σ 2Ip,

and

H̃0 : Σp = Ip against H̃1 : Σp ≠ Ip,

respectively, where σ 2 is an unknown but finite positive constant, and Ip is the identitymatrix of dimension p. For simplicity,
below we refer to the tests for H0 and H̃0 as sphericity test and identity test respectively.

When p is assumed to be fixed, the sphericity test and identity test have been well studied as documented, e.g., by
Muirhead (1982). In recent years, growing attention has been paid to the two tests in the high-dimensional settings due
to the increasing availability of big data sets, which typically have the feature that the sample size N is not much larger, or
even far less, than the dimension p. Therefore, to test H0 or H̃0 in high dimensions, it is natural to postulate that p diverges
as N approaches infinity, denoted by (N, p) → ∞ in this paper. In the literature, related contributions include, but are not
limited to, Ledoit and Wolf (2002), Srivastava (2005), Chen et al. (2010), Fisher et al. (2012), Fisher (2012) and Srivastava
et al. (2014).

Of the existing papers, Chen et al. (2010) is the earliest one that investigates the high-dimensional sphericity test and
identity test under non-normal population. Since ptr(Σ2

p )/[tr(Σp)]
2
− 1 ≥ 0 with equality holding if and only if H0 is true,

and tr(Σ2
p )/p − 2tr(Σp)/p + 1 ≥ 0 with equality holding if and only if H̃0 is true, to formulate effective test statistics, it is
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helpful to employ estimators of the unknown tr(Σp) and tr(Σ2
p ). Having this in mind, Chen, Zhang and Zhong (henceforth

CZZ) proposed the following two estimators:

T1,CZZ = Y1,N − Y3,N , (1)

T2,CZZ = Y2,N − 2Y4,N + Y5,N , (2)

where

Y1,N =
1
N

N
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x′
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1
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inwhich


∗ denotes summation overmutually different indices. CZZ proved that E(T1,CZZ ) = tr(Σp) and E(T2,CZZ ) = tr(Σ2
p )

under non-normality. By virtue of the two unbiased estimators, CZZ formulated two statistics N
2 UCZZ and N

2 VCZZ to test H0

and H̃0 respectively, where UCZZ = p( T2,CZZ
T21,CZZ

) − 1 and VCZZ =
1
pT2,CZZ −

2
pT1,CZZ + 1, and showed that N

2 UCZZ
D

→N(0, 1) under

H0 and N
2 VCZZ

D
→N(0, 1) under H̃0 as (N, p) → ∞, where

D
→ signifies convergence in distribution.

Based on the same idea, Srivastava et al. (2014) recently constructed another two estimators for tr(Σp) and tr(Σ2
p ). Let

x̃i = xi −
1
N

N
k=1 xk, and X̃ = [x̃1, . . . , x̃N ]. Then, the sample covariance matrix of xi is Σ̂p =

1
n X̃ X̃

′, where n = N − 1.
Using the traces of Σ̂p and Σ̂2

p , the estimators proposed by Srivastava, Yanagihara and Kubokawa (henceforth SYK) have the
following forms:

T1,SYK = tr(Σ̂p), (3)

T2,SYK =
1

N(N − 1)(N − 2)(N − 3)


(N − 2)n3tr(Σ̂2

p ) + n2
[tr(Σ̂p)]

2
− Nn

N
i=1

(x̃′

i x̃i)
2


. (4)

SYK showed that T1,SYK and T2,SYK are also unbiased under non-normality for tr(Σp) and tr(Σ2
p ) respectively. As (N, p) → ∞

with a restriction N = O(pδ), where δ is a constant satisfying 1/2 < δ < 1, SYK further proved that n
2USYK

D
→N(0, 1) under

H0 and n
2VSYK

D
→N(0, 1) under H̃0, where USYK = p( T2,SYK

T21,SYK
) − 1 and VSYK =

1
pT2,SYK −

2
pT1,SYK + 1.

SYK’s test statistics n
2USYK and n

2VSYK look much like CZZ’s N
2 UCZZ and N

2 VCZZ in form. The main difference between SYK’s
tests and CZZ’s lies in the way they estimate tr(Σp) and tr(Σ2

p ). At first glance, it seems that SYK’s T1,SYK and T2,SYK are much
simpler than CZZ’s T1,CZZ and T2,CZZ , and SYK’s estimators are more easily computed. In fact, SYK commented in their paper
that CZZ’s tests require ‘‘computing time of the orderO(N4)’’ since T2,CZZ in (2) ‘‘has summation over four indices’’, and theirs
only require ‘‘computing time of the order O(N2)’’. However, our finding below shows that SYK’s estimators and CZZ’s are
exactly the same.

Claim 1. SYK’s T1,SYK in (3) and T2,SYK in (4) are identical to CZZ’s T1,CZZ in (1) and T2,CZZ in (2) respectively. That is, T1,SYK = T1,CZZ
and T2,SYK = T2,CZZ .

The claim suggests that CZZ’s test statistics can be efficiently computed using the traces of Σ̂p and Σ̂2
p even though

they have more complicated forms. Besides, it is also helpful to explain some phenomena in simulations. To illustrate this,
we employ a simple simulation experiment about sphericity test here. Let {uji} be a double array of i.i.d. Gamma(4,

√
2/2)

randomvariables,where 4 is the specified shape parameter and
√
2/2 is the specified scale parameter. To study the empirical

size of the above two sphericity tests under 5% significance level, we sample xi by

xi = (x1i, x2i, . . . , xpi)′ = (u1i, u2i, . . . , upi)
′.

To investigate the empirical power, we employ the following sampling scheme:

xi = (x1i, x2i, . . . , xpi)′ =
84
85

(u1i, . . . , upi)
′
+

13
85

(u2i, . . . , up+1,i)
′.

The test results based on 2000 replications are reported in Table 1. As we can find, the empirical size and power of
SYK’s sphericity test are always not larger than those of CZZ’s test when (N, p) is given. In fact, this is a result caused by
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