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a b s t r a c t

We extend the heuristic discussion in Senn (2008) on the bias from selective inference for
the treatment selection problem (Dawid, 1994), by deriving the closed-form expression for
the selection bias.We illustrate the advantages of our theoretical results through numerical
and simulated examples.
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1. Introduction

Selective inference gained popularity in recent years (e.g., Lockhart et al., 2014; G’Sell et al., 2016; Reid and Tibshirani,
2016). To quote (Dawid, 1994), ‘‘. . . a great deal of statistical practice involves, explicitly or implicitly, a two stage analysis
of the data. At the first stage, the data are used to identify a particular parameter on which attention is to focus; the second
stage then attempts to make inferences about the selected parameter’’. Consequently, the results (e.g., point estimates, p-
values) produced by selective inference are generally ‘‘cherry-picked’’ (Taylor and Tibshirani, 2015), and therefore it is of
great importance for practitioners to conduct ‘‘exact post-selection inference’’ (e.g., Tibshirani et al., 2014; Lee et al., 2016).

To demonstrate the importance of ‘‘exact post-selection inference’’, in this paper we focus on the ‘‘bias’’ of the posterior
mean associated with the most extreme observation (formally defined later, and henceforth referred to as ‘‘selection bias’’)
in the treatment selection problem (Dawid, 1994), which is not only fundamental in theory, but also of great practical
importance in, e.g., agricultural studies, clinical trials, and large-scale online experiments (Kohavi et al., 2013). In an
illuminating paper, Senn (2008) provided a heuristic explanation that the existence of selection bias depended on the
prior distribution, and upheld Dawid’s claim that the fact that selection bias did not exist in some standard cases was
a consequence of using certain conjugate priors. In this paper, we relax the modeling assumptions in Senn (2008) and
derive the closed-form expression for the selection bias. Consequently, our work can serve as a complement of the heuristic
explanation provided by Senn (2008), and is useful from both theoretical and practical perspectives.

The paper proceeds as follows. Section 2 reviews the treatment selection problem, defines the selection bias, and
describes the Bayesian inference framework which the remaining parts of the paper are based on. Section 3 derives the
closed-form expression for the selection bias. Section 4 highlights numerical and simulated examples that illustrates the
advantages of our theoretical results. Section 5 concludes and discusses future directions.
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2. Bayesian inference for treatment selection problem

2.1. Treatment selection problem and selection bias

Consider an experiment with p ≥ 2 treatment arms. For i = 1, . . . , p, let µi denote the mean yield of the ith treatment
arm. After running the experiment, we observe the sample mean yield of the ith treatment arm, denoted as Xi. Let

i∗ = argmax
1≤i≤p

Xi

denote the index of the largest observation. The focus of selective inference is on µi∗ , which relies on X1, . . . , Xp. We let
E(µi∗ | Xi∗) be the posterior mean of µi∗ as if it were selected before the experiment, and

E(µi∗ | Xi∗ , Xi∗ = max Xi)

be the ‘‘exact post-selection’’ posteriormean ofµi∗ , which takes the selection into account. Following Senn (2008), we define
the selection bias as

∆ = E(µi∗ | Xi∗)− E(µi∗ | Xi∗ , Xi∗ = max Xi). (1)

Having defined the selection bias, we briefly discuss the ‘‘selection paradox’’ in Dawid (1994), i.e., ‘‘since Bayesian
posterior distributions are already fully conditioned on the data, the posterior distribution of any quantity is the same,
whether it was chosen in advance or selected in the light of the data’’. In other words, if we define the selection bias as

∆̃ = E(µi∗ | X1, . . . , Xp)− E(µi∗ | X1, . . . , Xp, Xi∗ = max Xi),

then indeed ∆̃ = 0.

2.2. The normal–normal model

Let µ = (µ1, . . . , µp)
′ and X = (X1, . . . , Xp)

′. Following Dawid (1994), we treat them as random vectors. We generalize
Senn (2008) and assume that

µ ∼ N(0,60), X | µ ∼ N(µ,6), (2)

where

60 = γ 2Ip + (1 − γ 2)1p1′

p, 6 = σ 2
{η2Ip + (1 − η2)1p1′

p}, 0 ≤ γ , η ≤ 1. (3)

To interpret (3) we let Xi = µi + ϵi,where µi is generated by

φ ∼ N

0, 1 − γ 2 , µi | φ ∼ N


φ, γ 2 ,

and ϵi is generated by

ξ ∼ N{0, (1 − η2)σ 2
}, ϵi | ξ ∼ N(ξ , η2σ 2).

Note that η = 1 in Senn (2008), and we relax this assumption by allowing correlated errors.

2.3. Posterior mean

To derive the posterior mean of µp given X1, . . . , Xp, we rely on the following classic result.

Lemma 1 (Normal Shrinkage). Let

µ ∼ N(µ0, ν
2), Zi | µ

i.i.d.
∼ N(µ, τ 2) (i = 1, . . . , n).

Then the posterior mean of µ is

E(µ | Z1, . . . , Zn) =

τ 2µ0 + ν2
n

i=1
Zi

τ 2 + nν2
,
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