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a b s t r a c t

To get a better understanding of the ongoing in situ environmental changes preceding the brain tumori-
genesis, we assessed cerebrospinal fluid (CSF) proteome profile changes in a glioma rat model in which
brain tumor invariably developed after a single in utero exposure to the neurocarcinogen ethylni-
trosourea (ENU). Computationally, the CSF proteome profile dynamics during the tumorigenesis can be
modeled as non-smooth or even abrupt state changes. Such brain tumor environment transition analysis,
correlating the CSF composition changes with the development of early cellular hyperplasia, can reveal
the pathogenesis process at network level during a time before the image detection of the tumors. In
our controlled rat model study, matched ENU- and saline-exposed rats’ CSF proteomics changes were
quantified at approximately 30, 60, 90, 120, 150 days of age (P30, P60, P90, P120, P150). We applied
our transition-based network entropy (TNE) method to compute the CSF proteome changes in the ENU
rat model and test the hypothesis of the critical transition state prior to impending hyperplasia. Our anal-
ysis identified a dynamic driver network (DDN) of CSF proteins related with the emerging tumorigenesis
progressing from the non-hyperplasia state. The DDN associated leading network CSF proteins can allow
the early detection of such dynamics before the catastrophic shift to the clear clinical landmarks in glio-
mas. Future characterization of the critical transition state (P60) during the brain tumor progression may
reveal the underlying pathophysiology to device novel therapeutics preventing tumor formation. More
detailed method and information are accessible through our website at http://translationalmedicine.
stanford.edu.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

The influence of the local environment in cancer development,
clearly established in several systemic neoplasms including colon,
breast and prostate cancers [1–3], remains unexplored in gliomas.
An ideal approach to study the early cancer development preced-
ing the clinical landmark of brain tumor is to analyze abnormalities
in distinct time-series prior to the detection of the apparent
malignancy. However, brain tumor develops with abnormal cells

forming inside the brain, which significantly limits the study of
its origin due to the limited access to the tissue.

Approximately 10–30% of all cerebrospinal fluid (CSF) is
extrachoroidal in origin and is represented by bulk flow of the
interstitial fluid from brain parenchyma into the ventricles and
subarachnoid space [4–6]. With this readily accessible sample
source, we previously profiled CSF proteome to survey brain
environment alterations prior to impending hyperplasia by
surface-enhanced laser desorption/ionization TOF mass spectrom-
etry (SELDI-TOF-MS). SELDI-TOF-MS has been used successfully to
identify biomarkers in blood from various malignancies using
comparative proteomic strategies [6–8].

While there have been several clinical studies that attempted to
identify biomarkers of brain tumor using comparative proteomic
techniques [9–11], failure in controlling variables such as age,
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space occupying volume and tissue permeability prevented these
studies from recognizing whether a changed protein expression
pattern accurately represented an effect of the neoplastic process.
To control these variables, we assessed changes in CSF proteome at
days P30, P60, P90, P120 and P150 in a rat model, of which gliomas
invariably developed after a single in utero exposure to the neuro-
carcinogen ethylnitrosourea (ENU).

Given that the rat gliomas are not generally detectable patho-
logically until approximately 90 days of age (P90), we hypothe-
sized that brain tumor progression can be modeled into three
states: (1) a pre-hyperplasia state with high resilience and robust-
ness to perturbations; (2) a critical state defined as the prelude to
catastrophic shift into the hyperplasia state, occurring before the
imminent phase transition point is reached, and with low resili-
ence and robustness due to its dynamical structure; (3) a hyper-
plasia state representing a seriously deteriorated stage possibly
with high resilience and robustness, when the system usually finds
it difficult to recover or return to the normal state even after inter-
vention. This hypothesis was supported by the observations that
there was usually sudden health catastrophic shift during the grad-
ual progression of many chronic diseases [12–17]. The drastic or a
qualitative transition in the focal system or network, from a nor-
mal state to a disease state, corresponds to a so-called bifurcation
point in dynamical systems theory [18,19]. Various critical transi-
tion phenomena have been reported in climate and ecosystems
[20]. When the system is near the critical point, there exists a dom-
inant group which we defined as dynamic driver network (DDN) of
features satisfying the following three conditions: (1) the correla-
tion between any pair of members in DDN becomes very strong;
(2) the correlation between one member of DDN and any other
molecule of non-DDN becomes very weak; (3) any member of
DDN becomes highly fluctuating during transition [21–23]. We
previously employed transition-based network entropy (TNE) to
effectively identify the DDN as well as the transition state [21].
The TNE was actually an improved Shannon entropy [24] that
was conditional on the previous state of a local dynamical network
in a Markov process, which was also the entropy rate of the state
change in a feature space network, where each node represented
a feature and each edge represented a regulatory relation between
two features, with the assumption that a Markov process governed
the dynamics of each node. Given a high dimensional feature net-
work, we found that the TNE was drastically increasing when the
system approached the transition state, whereas there were no sig-
nificant TNE fluctuations at either normal or disease states.

In this study, we set to assess the CSF proteome profile dynam-
ics and test our hypothesis of non-smooth or even abrupt state
changes during the glioma tumorigenesis. Such brain tumor envi-
ronment transition analysis, correlating the CSF composition
changes with the development of early cellular hyperplasia, can
reveal the pathogenesis process at network level during a time
before the imaging detection of the tumors.

2. Materials and methods

In this section, we describe the experimental procedure and the
theoretical basis, i.e., the TNE score, and the mathematical basis of
DDN method (Fig. 1); some details are given in Supplementary
information.

2.1. Data acquirement and ethics

Case (ENU) and control rat handling was in accordance with
guidelines for animal safety and welfare. Rat CSF proteomics
experiment was approved by the Stanford IUCAC (Protocol
#11936).

2.2. ENU administration, rat CSF collection, histological analysis, and
CSF proteomics

ENU rat glioma model, ENU administration, rat CSF collection
and subsequent histological analysis were as previously described
[6]. CSF proteomics profiling and subsequent data analysis were as
previously described (Table 1) [6,25,26].

2.3. Markov process of the network evolution

The dynamics for the progression of complex diseases are very
complicated either before or after sudden deterioration, and
therefore the state equations are generally constructed in a
high-dimensional space with a large number of variables and
parameters. However, when the system is driven by a group of
parameters to approach to a critical point, theoretically the system
can be expressed in a very simple form, generally by one- or
two-variable dynamical equations in an abstract phase space
around a codimension-one bifurcation point. This is generally
guaranteed by both the bifurcation theory and center manifold
theory [23]. Based on this special feature during this special phase,
we derived the dynamical characteristics of the network at this
stage to detect the critical transition.

Specifically, we first defined the network state (or original vari-
ables) and transition state of a dynamical network in a Markov pro-
cess. For an n-node network, let

ZðtÞ ¼ ðz1ðtÞ; . . . ; znðtÞÞ

represent the network state at the sampling point t, where ziðtÞ
denotes the expression value of node (i.e., feature i). Then,
xiðtÞ 2 f0;1g is defined to measure whether or not node i has a large
change at t, that is, if jziðtÞ � ziðt � 1Þj is sufficiently large (P di),
xiðtÞ ¼ 1, otherwise xiðtÞ ¼ 0, where di is a positive constant thresh-
old or the threshold. Thus, XðtÞ ¼ ðx1ðtÞ; . . . ; xnðtÞÞ represents the
transition state for the network at t.

Next, a local network structure centered on each node is
defined, which is the basis to construct the conditional network
entropy. Assume that node i has m linked first-order neighbor
nodes i1; i2; . . . ; im, which composes a local network centered on

node i with local transition state XiðtÞ ¼ ðxiðtÞ; xi1 ðtÞ; . . . ; xim ðtÞÞ at

t. Clearly, from the current state XiðtÞ at time t, there are totally
2mþ1 possible state transitions (or possible transition states), which
is denoted as fAugu¼1;2;...;2mþ1 for this local network at the time point

t þ 1 (see Fig. 2A). To simplify notation, XiðtÞ is denoted as XðtÞ, and
transition state is denoted as state.

From the network structure, the Markov matrix P ¼ ðpu;vÞ can
be derived, where pu;v ðtÞ describes the transition rate from state
u to state v with

pu;vðtÞ ¼ PrðXðt þ 1Þ ¼ Av jXðtÞ ¼ AuÞ; ð1Þ

where u;v 2 f1;2; . . . ;2mþ1g and
P

vpu;vðtÞ ¼ 1. Thus, we have the
following the stochastic Markov process for XðtÞ

fXðt þ iÞgi¼0;1;... ¼ fXðtÞ;Xðt þ 1Þ; . . . ;Xðt þ iÞ; . . .g ð2Þ

with Xðt þ iÞ ¼ Au; u 2 f1;2; . . . ;2mþ1g.

2.4. Theoretical derivation near the critical point

Consider the following discrete-time dynamical system repre-
senting dynamical evolution of a network

Zðt þ 1Þ ¼ f ðZðtÞ; PÞ; ð3Þ

where ZðtÞ ¼ ðz1ðtÞ; . . . ; znðtÞÞ is an n-dimensional state vector or
variable at time instant k representing feature values,
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