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One of themajor challenges in themedical domain today is how to exploit the huge amount of data that this field
generates. To do this, approaches are required that are capable of discovering knowledge that is useful for
decision making in the medical field. Time series are data types that are common in the medical domain and
require specialized analysis techniques and tools, especially if the information of interest to specialists is concen-
trated within particular time series regions, known as events.
This research followed the steps specified by the so-called knowledge discovery in databases (KDD) process to
discover knowledge from medical time series derived from stabilometric (396 series) and electroencephalo-
graphic (200) patient electronic health records (EHR). The view offered in the paper is based on the experience
gathered as part of the VIIP project.1

Knowledge discovery inmedical time series has a number of difficulties and implications that are highlighted by
illustrating the application of several techniques that cover the entire KDD process through two case studies.
This paper illustrates the application of different knowledge discovery techniques for the purposes of classifica-
tion within the above domains. The accuracy of this application for the two classes considered in each case is
99.86% and 98.11% for epilepsy diagnosis in the electroencephalography (EEG) domain and 99.4% and 99.1%
for early-age sports talent classification in the stabilometry domain. The KDD techniques achieve better results
than other traditional neural network-based classification techniques.

© 2016 Anguera et al. Published by Elsevier B.V. on behalf of the Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Thequantity of information generated by themanydifferent activities
carried out in medicine is constantly on the increase. The efficient and
responsible use of this information is one of the key challenges today.

In the healthcare field, information is generated at many different
levels: management, planning, medical examinations, etc. In particular,
the research described in this paper focuses on patient medical data,
formally known as electronic health records (EHR).

EHRs may contain very wide-ranging data types: nominal (ICD9
codes, CPT codes), ordinal (pain scales, PEW scores), numerical
(temperature, BP), unstructured clinical narratives (for which text
mining techniques are required), etc. There is a lot of literature on
clinical systems operating on these data types [1]. However, more and

more EHRs contain a data type whose structure may, on occasions, be
extremely complex and which has been found after investigation not
to have been thoroughly researched: time series.

A time series can be defined as a sequence TS of time-ordered data
TS={TSt, t=1,…,N}, where t represents time,N is the number of obser-
vations made during that time period and TSt is the value measured at
time instant t. The results of medical examinations (electroencephalo-
gram, electrocardiogram, electromyogram, etc.) very often constitute
a time series [2,3]. Such is the importance of time series in medicine
today that important data types like medical images (radiodiagnosis)
are also very often mapped as time series for later processing and
analysis [4].

The analysis of time series for knowledge discovery is far from
straightforward and requires the application of special-purpose tools,
especially if the key information of interest to the expert is concentrated
within particular time series regions, known as events. Data mining is
an interesting option in this respect. As illustrated by the success stories
described by Shadabi and Sharma [5], data mining techniques have a
huge potential for analysing such large volumes of stored medical data
in order to discover knowledge. Generally, the extraction of useful,
tacit and previously unknown knowledge from large data volumes is
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what is known as knowledge discovery in databases (KDD). The KDD
process ranges from the understanding and preparation of the data to
the interpretation and use of the discovered knowledge (results of the
KDD process). Data mining is the stage of the KDD process where the
data are studied and useful information is extracted using a set of
techniques and tools [6].

Traditional time series analysis techniques examine whole time se-
ries. However, the techniques applied in this case study were especially
designed to address the analysis of time series events. As discussed in
detail later, together, these techniques solve a classification problem,
for example, by means of a strategy combining:

a) The identification of time series events
b) The generation of time series reference models for several subjects
c) The comparison of a subject (to be classified) with different refer-

ence models.

The aim of this paper is to report the results of two case studies
applying the above techniques and also share with the scientific com-
munity the experience that we have gained in the field of medical
time series analysis, highlighting the particularities of medical time
series processing throughout the different stages of the KDD process.
To do this the case study research methodology was used in order to
propose and apply advanced knowledge discovery techniques on data
from two branches of medicine: stabilometry and electroencephalogra-
phy. In doing so, the above process was supervised in its entirety by
medical specialists from the respective fields. A sample of their impres-
sions is reported as lessons learned in Section 5. Other researchers may
find the experience shared in this paper useful for more efficiently
and successfully undertaking similar projects for extracting useful
knowledge from other medical time series.

The remainder of the paper is organized as follows. Section 2 dis-
cusses some papers and concepts of interest related to our proposal.
Section 3 describes the reference domains used in this research.
Section 4 details theprocess enacted to extract knowledge from time se-
ries, as well as the results of its application. Section 5 briefly discusses
different issues of interest related to the proposed techniques and the
illustrated case study (applicability, relationship to other techniques,
limitations, viewpoint ofmedical experts, etc.). Finally, Section 6 reports
the conclusions of the research and states some challenges in this field.

2. Background

The literature covers different approaches based on the application
of computer techniques applied to the domain of medicine. Some are
based exclusively on expert knowledge [7–12]. Others, however, learn
from previous problems (case-based approaches) [13,14] or are
representations (e.g., decision trees) that support decision making
(model-based approaches) [15]. There are also hybrid approaches, such
as the one illustrated in this article, where expert knowledge is used to
gain a better understanding of the domain and KDD techniques are then
applied to build models for use in decision making (e.g., diagnosis)
based on the medical data.

The KDD process includes the following stages (which may vary
slightly from author to author) [6]:

1. Domain and data understanding. This first phase (which some
authors consider to be outside the scope of the KDD process) studies
the general characteristics of the data to be analysed and the source
domain.

2. Data selection. This phase determines all the sources of data of inter-
est, which are unified in a target dataset.

3. Data preprocessing. The goal of this stage is to assure the quality of
the data. To do this, a series of tasks are performed on the dataset
generated in the selection phase. These tasks include reducing
noise, handling missing values, etc.

4. Data transformation and reduction. In this phase, the preprocessed
data are subjected to a number of filters and operations in order to
assure that the data format is suitable for running data mining
algorithms.

5. Data mining. A series of techniques and machine learning
algorithms can be applied to the correctly formatted data in order
to discover knowledge. These techniques are applied in order to
solve different problem types, known as tasks.

6. Knowledge interpretation/evaluation. The last step in the KDD
process aims to evaluate the resulting models and, if the assessment
is positive, interpret the knowledge inferred from the models.

Clearly, KDD is a well-established process divided into phases and
tasks. It generally functions as a paradigmatic framework for discovering
knowledge from the data of any domain. Andmedicine is not immune ei-
ther to the beneficial effects of being able to access a highly standardized
and widely documented framework such as the above. In fact, applying
the KDD process to a branch of medicine by documenting and storing
(whenever possible) the interim and final results could be a major step
forward in medical research based on data analysis.

2.1. Time series analysis techniques

There are a great many techniques related to time series analysis in
the literature.

There are techniques for comparing time series and extracting
common subsequences. The most noteworthy are techniques based
on Fourier [6] or wavelet [16,17,18] transforms. Others are based on
comparing time series singularities, known as landmarks [19]. Unlike
the above, another group of techniques address the time series directly,
using concepts such as the time warping distance [20,21], minimum
bounding rectangles (MBR) [22], Markovian models [23] or graph
theory [24]. Of the above, the wavelet-based technique is most closely
related to our proposal, as it is somehow capable of identifying events.
The drawback of this technique, however, is that the events in question
(wavelets) do not necessarilymatch upwith the segments of interest to
domain experts. The other techniques described in this section are
useful for comparing two whole time series. These techniques apply
different methods to extract information on the entire time series. In
many domains, like EEG or stabilometry, the focus should be exclusively
on regions of interest (events) in the time series.

There are techniques not only for comparison but also for generating
transform-based reference models [25]. Again, however, they analyse
the whole time series in order to output the transform coefficients
(which are modelled). The same applies to other research aiming to
find parts that a group of time series have in common but which are
not necessarily of interest to the specialist [26,27,28,29]. Some tech-
niques are based on previously transforming the series into a set of seg-
ments. Even so, their applicability is confined to specified domains [30].

On the other hand, there are some proposals in the literature related
to event identification. They are linked to specified domains, which
means that they are either not usually generally applicable [31,32] or
are based on identifying the prominently shaped segments of the series
[33,34,35] that do not necessarily match up with the events that are of
interest to domain specialists.

Finally, this article illustrates an example of time series classification.
Note, therefore, that most of the reviewed literature concerns tradition-
al techniques like the simple nearest neighbour algorithm [36,37,38].
We have also found techniques that aremore like the approach reported
here and are based on distinctively identifying subsequences in time
series (not necessarily events of interest for experts) [39].

2.2. Time series analysis techniques applied to medicine

Other authors have proposed different approaches to time series
analysis techniques for the medical domain. Firstly, several authors
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