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a b s t r a c t

Probabilistic analysis and numerical modelling techniques have been combined to analyse a deep coal
mine roadway. Using the Monte Carlo method, a correlation control algorithm and a FLAC 2D finite dif-
ference model, a probability distribution of roof displacements has been calculated and compared to a set
of measurements from an actual mine roadway. The importance of correlation between input parameters
is also considered. The results show that the analysis performs relatively well, but does tend to over pre-
dict the magnitude of displacements. Correlation between parameters is shown to be very important,
particularly between the three model stresses.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

There are two types of uncertainty; aleatory and epistemic [1].
In the context of geomechanics, aleatory uncertainty reflects
underlying physical randomness and epistemic uncertainty a lack
of knowledge about material and geometries [2,3]. Each must be
treated differently; for example, it is possible to reduce epistemic
uncertainty through field exploration or laboratory testing, in the
sense that more information about a property reduces our uncer-
tainty in it. However, more information will not reduce aleatory
uncertainty [3]. This leads us to treating quantities in uncertainty
analyses as random variables; that is, the quantity does not take
a fixed value, but may assume any of a number of values, with it
being impossible to know the true value until we observe it. Whit-
man [4] remarks that almost every factor dealt with in engineering
analyses is truly a random variable, with some exhibiting more
uncertainty than others.

Traditional design approaches are deterministic, where the lack
of knowledge in the uncertainties is accounted for by introducing a
factor of safety [5]. Analyses, sometimes referred to as reliability
[5,6], probabilistic [7,8] or uncertainty [9,10], that try to account
for the inherent variation in material properties, and other factors,
are becoming more popular as the desire to assure satisfactory

performance within the constraint of economy grows [5]. There
are numerous approaches available, ranging in complexity and
accuracy, to achieve these results, but what they all have in com-
mon is that they attempt to include the effects of property variabil-
ity in a scientific way by using statistical methods [8].

In these approaches, all the model parameter inputs, whether
they are, for example, dimensions, material properties, or stresses,
are treated as random variables, expressed in the form of a proba-
bility density function (PDF). The aim of the exercise then becomes
to estimate the PDF of some outcome, which is a function or
dependent of the input random variables. It then becomes possible
to give a probability to a certain value of the outcome occurring,
such as the probability of failure, or more generally the probability
of occurrence of an event.

One of the most widely used, and powerful, approaches to
achieving this aim is the Monte Carlo method. First developed by
researchers working on the development of the hydrogen bomb
[11], the Monte Carlo method is now popular within fields ranging
from finance to all manner of engineering. Baecher and Christian
[2] divide Monte Carlo methods into two broad areas of use; firstly,
the simulation of a process that is fundamentally stochastic, and
secondly, problems that are not inherently stochastic but can be
solved by simulation with random variables, such as the definite
integration of a function. The work described in this paper falls into
the first area.

In the field of geomechanics, Monte Carlo analyses are often
combined with numerical modelling techniques [10,12–17]. In this
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example of its use, the Monte Carlo analysis proceeds by solving a
numerical model where the input parameter values are selected at
random from their representative PDF, thereby treating each
parameter as a random variable. The model is solved N times,
where N may be in the hundreds or thousands, with the results
usually being presented in the form of their own statistical distri-
bution [7,10,18,19]. Monte Carlo simulation methods are primarily
used in situations where there is uncertainty in the inputs and
where the calculated uncertainty of results accurately reflects the
uncertainty of the input data [20].

Despite finding widespread popularity in many research topics
of geomechanics, such as slope stability [13,21–24], tunnelling
[25–27] and open pit mining [28–30], there are surprisingly few
examples of its application to deep coal mining [10,31]. Brown
[32] states that uncertainty analysis techniques, such as Monte
Carlo, have found popularity in open pit mining over underground
mining due to ‘‘the fact that the geomechanics risks associated
with a given underground mining project or operation, including
cases of deep and high stress mining, are likely to be more wide-
ranging and varied than those associated with bench, inter-ramp
and overall slope stability in a given open pit mine”. Canbulat
[31] points to the difficulty in obtaining suitable and reliable distri-
butions for the potentially many input parameters that can be
required in an analysis of an underground mine.

Some researchers have recognised the value of Monte Carlo
analysis in the design and planning of deep coal mines, especially
given that the need to assure economic viability of mining opera-
tions is at an all-time high. Lu et al. [10] and Canbulat [31] have
both combined the Monte Carlo analysis with numerical methods
to aid in the design and planning of roadways serving longwall
panels in a coal mine. However, considering the significant vari-
ability encountered in deep coal mines, for example within mate-
rial properties [31,33] and stresses [34,35], there is certainly
scope for increased use and development.

Approaches often used to account for the variation in material
properties include the single random variable (SRV) and random
field [2,8,36]. Of the two approaches SRV is the simplest as the
material properties are treated as random variables that do not
vary across their region of definition [2], only between each model
run. In the random field approach the spatial variation of material
properties is taken into account through a spatial correlation struc-
ture, based on the spatial correlation length of the material prop-
erty. The spatial correlation length parameter describes the
distance over which material property values will be significantly
correlated [21,23] and is currently not very well documented
[13,21].

As part of work being conducted on an ongoing EU Research
Fund for Coal and Steel (RFCS) project, a planning tool that will
allow mining engineers to assess how much of a deep coal mine
roadway may need additional work to ensure stability and opera-
tional requirements is being developed. As part of the same project,
data regarding coal mine properties is being collected. This data
was used in this work to obtain reliable PDFs of input parameters,
therefore addressing the issue raised by Canbulat [31] and reduc-
ing the inherent epistemic uncertainty. The planning tool will
use Monte Carlo analysis with the SRV approach for modelling
the variability of material properties, in conjunction with numeri-
cal modelling, to provide a probability distribution of roof displace-
ments. By using this distribution, an engineer will be able to
estimate the probability of displacements exceeding a certain
threshold level over the entire length of a mine roadway and to
plan the mine development accordingly.

This paper presents details of the development of this tool.
Suitable methods of creating Monte Carlo samples are identified
and studied. The importance of considering the correlation
between cohesion and friction angle in a Mohr–Coulomb model

is investigated, as well as between other parameters that have
not been considered before, these being the three stress compo-
nents of the numerical model.

2. Sampling for the Monte Carlo analysis

Simplistically, any Monte Carlo analysis can be considered as an
evaluation of the function y ¼ fðxÞ, where the function f is the
model under study, x ¼ ½x1; x2; . . .� is a vector of model inputs (also
referred to as parameters or variables), each characterised by their
own PDF, and y ¼ ½y1; y2; . . .� is a vector of model predictions [9].

A sampling procedure must be chosen that generates samples
from each input variable by randomly selecting values from each
of their respective statistical distributions. In this way, analysis
inputs are mapped to analysis results. Here, we consider two
widely used sampling procedures; standard random sampling
(SRS) and Latin Hypercube sampling (LHS). In SRS, the samples
are generated independently from each PDF, with equal probabil-
ity. The final sample takes the form

xi ¼ ½xi1; xi2; . . . ; xi;nX �; i ¼ 1;2; . . . ;nS; ð1Þ

where nX is the number of input variables and nS is the desired
number of samples. A drawback of this method is that values can
be sampled from any position on the PDF; therefore, particularly
important, low probability but high consequence values will possi-
bly be missed [9].

To overcome this problem, in an easily implementable manner,
McKay et al. [18] introduced the LHS procedure. This method
ensures that each of the input variables xi has all portions of its dis-
tribution sampled from, by dividing each into nS strata of equal
marginal probability 1/nS. nS samples are taken from each xi by
randomly selecting one value from each strata. The nS values from
x1 are then paired at random with the nS values from x2 and so
forth until xnX.

To calculate the actual values from the PDF of each input vari-
able, the inverse cumulative distribution function (CDF) method
can be used [37]. Using this technique, a randomly generated num-
ber ui, from the uniform distribution [0,1], is entered into the equa-
tion of the Inverse CDF of each variable, which calculates a value
from the distribution. This is why suitable theoretical PDFs for
the variables are required, as the inverse CDF F�1(ui) can be easily
found. Both SRS and LHS use this method to generate the values,
the only difference being that in SRS the current random number
can be generated from anywhere on the distribution [0,1], whereas
in LHS it must come from the current strata. One of the most
important factors for carrying out good Monte Carlo simulations
is a mechanism that can produce long sequences of random num-
bers ui [37]. To achieve this, a pseudorandom number generator is
used. These generators are actually deterministic algorithms and
will therefore eventually produce repetition in the sequence of
random numbers. To prevent this affecting the analysis, they
should possess a very long period relative to the number of
samples nS, where the period is the length of the sequence before
repetition occurs.

A computer programme, written in the C++ language, has been
developed to create samples for Monte Carlo analysis. The pro-
gramme can generate samples from numerous theoretical distribu-
tions, using either the SRS or LHS procedure combined with the
Inverse CDF method of calculating values; in this work the LHS
procedure is used. The Mersenne-Twister [38] pseudorandom
number generator is used in the programme to generate the
required sequences of random numbers. This algorithm is particu-
larly well suited to Monte Carlo analyses due to its extremely long
period of 219937 � 1.
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