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a b s t r a c t

In this paper, the hybrid model of empirical mode decomposition and multiple-kernel relevance vector
regression algorithm (EMD-MkRVR) is presented for wind speed prediction. The multiple-kernel rele-
vance vector regression (MkRVR) model includes radial basis function (RBF) kernel and polynomial kernel
whose proportions are determined by a controlled parameter. Grid method is used to select the kernel
parameters and controlled parameter in this study. In addition, wind speed can be regarded as a signal
and decomposed into several intrinsic mode functions (IMFs) with different frequency range by empirical
mode decomposition (EMD), the prediction models of these decomposed signals can be established by
MkRVR with their respective appropriate embedding dimension. The experimental results show that
the EMD-MkRVR model has a better prediction ability for wind speed than the RBF kernel RVR
(RBFRVR) model and the polynomial kernel RVR (PolyRVR) model.

� 2015 Elsevier Ltd. All rights reserved.

Introduction

Wind energy is a sustainable source for generating electricity,
and is regarded as one of the most important green energies [1–
3]. The forecasting effect of wind energy is directly dependent on
the prediction accuracy of wind speed because of the important
impact of wind speed on wind power generation [4,5]. Recently,
some intelligent prediction methods have been presented for wind
speed prediction, such as support vector regression algorithm [6].
Support vector regression (SVR) algorithm has the better general-
ization performance than artificial neural networks, particularly
under the condition of small training samples [7]. Relevance vector
regression (RVR) algorithm is an intelligent learning technique
based on sparse Bayesian framework [8], as the number of rele-
vance vectors in RVR is much smaller than that of support vectors
in SVR, which makes RVR have a sparser representation compared
with SVR. In addition, there is no need to set the penalty parameter
in RVR, which makes RVR more convenient to use than SVR. Thus,
RVR has a better application prospect in wind speed prediction.

In this study, the hybrid model of empirical mode decomposi-
tion and multiple-kernel relevance vector regression algorithm
(EMD-MkRVR) is presented for wind speed prediction. The
multiple-kernel relevance vector regression (MkRVR) model
includes radial basis function (RBF) kernel and polynomial kernel
whose proportions are determined by a controlled parameter. As

the selection of the parameters of the kernel functions and the con-
trolled parameter has a certain influence on the prediction results
of the MkRVR model, grid method is used to select its kernel
parameters and controlled parameter. In addition, wind speed
can be regarded as a signal and decomposed into several IMFs with
different frequency range by empirical mode decomposition
(EMD), the prediction models of these decomposed signals can
be established by MkRVR with their respective appropriate embed-
ding dimension. Thus, the corresponding MkRVR models of these
decomposed signals have appropriate embedding dimensions, ker-
nel parameters and controlled parameters. In order to show the
superiority of the proposed EMD-MkRVR method, the RBF kernel
RVR (RBFRVR) models with several different embedding dimen-
sions and RBF kernel parameters, and the polynomial kernel RVR
(PolyRVR) models with several different embedding dimensions
and polynomial kernel parameters are used to compare with the
proposed EMD-MkRVR method. The experimental results show
that the EMD-MkRVR model has a better prediction ability for
wind speed than the RBFRVR model and the PolyRVR model.

Multiple-kernel relevance vector regression model

Let T ¼ fxl; tlgNl¼1 be a set of the training data, where xl denotes
the input vector and tl denotes the corresponding output target,
the target tl includes the additive noise, that is,

tl ¼ yðxl;wÞ þ el ð1Þ
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where el is assumed to be mean-zero Gaussian noise with variance
r2.

The relevance vector regression model [9] which consists of a
linear combination of the weighted kernel functions can be
described as follows:

yðx;wÞ ¼
XN
i¼1

wiKðx;xiÞ þw0 ð2Þ

where Kðx;xiÞ is the kernel function, w ¼ ½w1;w2; . . . ;wN � is the
weight vector, and w0 is the bias.

In order to improve the generalization ability of RVR, a
multiple-kernel relevance vector regression model is constructed

by the local kernel function and global kernel function. The RBF
kernel (KRBF) is a typical local kernel, in this study, the Gaussian
kernel is used as the RBF kernel, which can be defined as follows:

KRBFðxi;xjÞ ¼ exp �kxi � xjk2
c2

 !
ð3Þ

where c denotes the kernel parameter of the RBF kernel.
And the polynomial kernel (KPoly) is a typical global kernel,

which can be defined as follows:

KPolyðxi;xjÞ ¼ xi � xT
j þ 1

� �d
ð4Þ

where d denotes the kernel parameter of the polynomial kernel.
The proportions of KRBF and KPoly are determined by the con-

trolled parameter u. Thus, the multiple-kernel function can be
expressed as follows:

KmixðRBF;PolyÞðxi; xjÞ ¼ uKRBFðxi;xjÞ þ ð1� uÞKPolyðxi;xjÞ ð5Þ

where uð0 6 u 6 1Þ denotes the controlled parameter.
Grid method is used to select the kernel parameters c, d and

controlled parameter u of the MkRVR model. Mean validation error
of all training samples can be used to evaluate the performance of
the MkRVR models with the different values of the kernel param-
eters c, d and controlled parameter u. Mean validation error can
be defined as follows:

~e ¼ 1
H

XH
q¼1

yq � ŷq
yq

�����
����� ð6Þ

where yq is the actual value, ŷq is the validation value, and H is the
number of the training samples.
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Fig. 1. Wind speed prediction process based on EMD and multiple-kernel RVR model.
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Fig. 2. Wind speed data of the first 200 days of Hohehot in 2013.
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