
Knowledge-Based Systems 105 (2016) 23–28 

Contents lists available at ScienceDirect 

Knowle dge-Base d Systems 

journal homepage: www.elsevier.com/locate/knosys 

A dynamic stochastic decision-making method based 

on discrete time sequences 

Bing Sun 

∗, Xiao-fei Xu 

School of Economics and Management, Harbin Engineering University, Harbin 150 0 01, China 

a r t i c l e i n f o 

Article history: 

Received 18 September 2015 

Revised 31 March 2016 

Accepted 1 April 2016 

Available online 4 May 2016 

Keywords: 

Dynamic stochastic 

Discrete time sequence 

Damped exponential model 

Possibility 

a b s t r a c t 

This paper studies a dynamic stochastic decision-making method based on discrete time sequences. With 

the aim of rectifying the deficiency of calculation methods that use only the “sequence” information in 

the determination of discrete time sequence weight, we first propose a discrete time sequence weight cal- 

culation method that can deal with unequal time intervals by introducing an exponential decay model, 

and gather the original dynamic stochastic decision information according to the timing weight and at- 

tribute weight. Second, considering the disadvantages of decision criteria such as traditional stochastic 

dominance, stochastic multi-criteria acceptability analysis, and connection number of set pair analysis, 

in the absence of original information and limited conditions, we propose a decision method based on 

possibility, convert this information into interval numbers based on the theory of stochastic probability 

distribution, and then rank the order of the scheme using the possibility model of interval numbers. Fi- 

nally, we test the effectiveness and reasonableness of the method by empirical calculation and show that 

the proposed method is both practical and effective. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Multi-attribute decision making is a selection problem that con- 

siders multiple attributes. Because of the complexity and uncer- 

tainty of multi-attribute decision-making problems, the measuring 

of attribute values or the evaluation results may be in the form of 

stochastic variables; one of the most common forms is that the at- 

tribute values obey or approximately obey the normal distribution. 

For example, product life, product acceptability, and the demands 

of customers or markets sometimes obey the normal distribution 

[1–3] . How to solve the problem of multi-attribute decision mak- 

ing with normal stochastic variables is of vital significance. 

Stochastic decision making with multiple stochastic variable at- 

tribute values meeting a certain probability distribution is an im- 

portant branch in the field of uncertain multi-criteria decision 

making. Of wide concern to scholars, the problem of stochastic de- 

cision making has mainly been dealt with using approaches based 

on stochastic dominance [1–3] , SMAA (stochastic multi-criteria ac- 

ceptability analysis) [4–6] , the connection number of set pair anal- 

ysis, prospect theory [7–10] , prospect stochastic dominance [11] , 

probability weighted means (PWM) [12] , etc. These kinds of meth- 

ods provide broader ideas for the field of stochastic multi-attribute 
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decision making and expand research boundaries, but there are 

some inevitable defects in these methods, due to the limitation of 

objective conditions. For example, the method of stochastic dom- 

inance to resolve stochastic multi-attribute decision-making prob- 

lems with normal random variables can only qualitatively deter- 

mine two dominant relationship parts between the two schemes 

and cannot determine the degree of the dominance; based on the 

Monte Carlo Simulation, SMAA obtains the ranking results in the 

sense of a certain degree of confidence; set pair analysis studies 

things and their system just through three aspects: similarity, dif- 

ference, and contrariety; prospect stochastic dominance is difficult 

to use to accurately quantify a person’s psychological behaviour 

and is greatly influenced by the environment; PWM only consid- 

ers the estimated probability information and is too general and 

rough compared with a random dominant decision. So it loses a 

lot of original information in the decision-making process, influ- 

encing the accuracy. 

In addition, the similar methods above are all based on a single 

static time sequence environment, and in the actual decision prob- 

lems, where the attribute values are normalized stochastic vari- 

ables like stock value forecasts, evaluation of sports competitive 

rivals, and customer demand preferences, it is necessary to take 

account of decision-making information from the past or over sev- 

eral periods of the present, so that the decision made will be more 

comprehensive and reasonable. Traditional approaches only con- 

sider adding a time dimension in the stochastic decision-making 

http://dx.doi.org/10.1016/j.knosys.2016.04.001 

0950-7051/© 2016 Elsevier B.V. All rights reserved. 

http://dx.doi.org/10.1016/j.knosys.2016.04.001
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2016.04.001&domain=pdf
mailto:heusun@163.com
mailto:xxfei1984@sina.com
http://dx.doi.org/10.1016/j.knosys.2016.04.001


24 B. Sun, X.-f. Xu / Knowledge-Based Systems 105 (2016) 23–28 

problem of attribute dimension and objective dimension (this is 

called the dynamic stochastic decision-making problem). How to 

determine the time sequence weight has become the key to solv- 

ing the dynamic decision-making problem. At present, there is less 

research literature on dynamic stochastic decision making; how- 

ever, the results from research on dynamic multi-attribute deci- 

sion making based on fuzzy theory have been quite rich, and the 

research is focused on how to obtain the time sequence weight, 

mainly using the arithmetic progression and geometric progres- 

sion methods [13] , normal distribution method [14] , binomial dis- 

tribution method [15] , index distribution method [16] , principle of 

maximum entropy [17] , and time sequence ideal solution method 

[18] . These methods provide a theoretical basis for further re- 

search on multi-attribute decision-making problems and enrich the 

dynamic decision-making theory, but only a few scholars have 

made progress in analysing the dynamic random decision-making 

problem based on the above time sequence weight determination 

methods [7,19–21] . However, such methods only extract the conti- 

nuity information of the time sequence, and ignore the influence 

of discrete time sequences like specific time change and unequal 

time intervals on the time sequence weight. In the random dy- 

namic decision-making problem where the attribute value can be 

approximately described with normal distribution, the information 

mastered by the decision makers varies greatly in different mo- 

ments: as time passes, approaching the final decision-making mo- 

ment, the richer the information accumulation is, the larger the in- 

fluence on the final decision-making result, and vice versa. There- 

fore, if the time sequence is assigned a weight based only on the 

consecutive ordinal number for a sequence with unequal time in- 

tervals, the weight will not be objective, and this will influence the 

scientific decision-making result. 

Based on this, a new method for solving the dynamic stochas- 

tic decision-making problem is proposed under the discrete time 

sequence environment. To address the insufficiency of decision cri- 

teria in the literature [1–10] , this method puts forward a possi- 

bility distribution matrix based on the theory of stochastic prob- 

ability distribution, which allows the decision-making process to 

avoid a large amount of information loss, making the decision re- 

sults more precise and more widely applicable. To address the de- 

ficiency of sequential weight calculation in the literature [13–18] , 

we introduce time sequence parameters and, according to the the- 

ory of population ecology, present a weight calculation method of 

discrete time sequence based on a damped exponential model; the 

method considers the influence on time sequence weight from dis- 

crete time series such as time intervals, and can reflect the process 

of dynamic stochastic decision-making more objectively and com- 

prehensively. 

The structure is as follows: Section 2 draws the related basic 

concepts and algorithms of criteria; Section 3 constructs the dy- 

namic stochastic decision-making model based on the context of 

discrete time sequence and the theory of possibility; Section 4 ver- 

ifies the rationality and effectiveness of this method with an ex- 

ample. 

2. Preparation 

Let the probability density of a continuous stochastic variable 

be f (x ) = 

1 √ 

2 πσ
e −(x −μ) 2 / 2 σ 2 

, where x ∈ [ −∞ , + ∞ ] , parameters μ

and σ 2 respectively represent the expectancy and variance of the 

stochastic variable, and X is called a normal distribution, recorded 

as X ∼ N ( μ, σ 2 ), with accumulated probability function F (x ) = 

1 √ 

2 πσ

∫ x 
−∞ 

e −(t−μ) 2 / 2 σ 2 
dt . When μ = 0 and σ = 1 , X submits to 

the normal distribution of standardization, and the corresponding 

probability density and accumulated distribution function are, re- 

spectively, ϑ(x ) = 

1 √ 

2 π
e x 

2 / 2 and θ (x ) = 

1 √ 

2 π

∫ x 
−∞ 

ϑ(t) dt . For con- 

venience, let { μ, σ } denote the normal distribution number of 

stochastic variable X , recorded as x = { μ, σ } , and let � denote the 

set of all normal distribution numbers. 

Definition 1. [1] : If X is a stochastic variable, then according to 

the 3 σ principle of probability statistics of stochastic events, the 

probability of variable X at [ μ − 3 σ, μ + 3 σ ] is: 

P { μ − 3 σ< X < μ + 3 σ } = 99 . 74% (1) 

Definition 2. [3] : For any two normal distribution numbers x 1 = 

{ μ1 , σ1 } and x 2 = { μ2 , σ2 } : 
(1) x 1 � x 2 = { μ1 + μ2 , σ1 + σ2 } ; 
(2) λx 1 = { λμ1 , λσ1 } ; 
(3) λ( x 1 � x 2 ) = λx 1 � λx 2 ; 

Definition 3. [19] : For a set of normal distribution numbers given 

by x j = { μ j , σ j } , and NDNWAA: �n → �, 

NDNWA A w 

( x 1 , x 2 , . . . , x n ) 

= w 1 x 1 � w 2 x 2 � · · · � w n x n = 

{ 

n ∑ 

j=1 

w j μ j , 

√ 

n ∑ 

j=1 

w 

2 
j 
σ 2 

j 

} 

(2) 

is called the weighted arithmetic mean operator of the normal 

distribution number, where w = ( w 1 , w 2 , . . . , w n ) T is the weighted 

vector of the attribute of random variable x j ( j = 1 , 2 , . . . , n ) , w j ∈ 

[0, 1], 
∑ 

w j = 1 . 

Definition 4. [19] : Let t be the time variable such that at the mo- 

ment t , the random variable X submits to the normal distribution 

N ( μ( t ), ( σ ( t )) 2 ); let its normal distribution number be { μ( t ), σ ( t )}, 

recorded as x (t) = { μ(t ) , σ (t ) } . 
Definition 5. [19] : Let x (t) = (x ( t 1 ) , x ( t 2 ) , . . . , x ( t p )) be the nor- 

mal distribution number in p different moments t k (k = 1 , 2 , . . . , p) . 

Then 

DNDNWA A w (t) (x ( t 1 ) , x ( t 2 ) , . . . , x ( t p )) 

= w ( t 1 ) x ( t 1 ) � w ( t 2 ) x ( t 2 ) � · · · � w ( t p ) x ( t p ) 

= 

{ 

p ∑ 

k =1 

w ( t k ) μ( t k ) , 

√ 

p ∑ 

k =1 

(w ( t k )) 
2 
(μ( t k )) 

2 

} 

(3) 

is called the weighted arithmetic mean operator of the normal dis- 

tribution number, where w (t) = (w ( t 1 ) , w ( t 2 ) , . . . , w ( t p )) 
T is the 

weight of time sequence t k (k = 1 , 2 , . . . , p) , w ( t k ) ∈ [0, 1], and ∑ p 

k =1 
w ( t k ) = 1 . 

3. Dynamic random decision-making model based on discrete 

time sequences 

To address the problem of dynamic stochastic multi-attribute 

decision making, it is very important to determine the time weight 

and to make the decision criteria reasonable, in order to rank the 

alternative schemes effectively and scientifically. Most of the stud- 

ies currently determine the time weight in the hypothesis condi- 

tion of continuous time sequence and then rank the alternative 

schemes, but there are certain deficiencies in the existing stochas- 

tic decision-making criteria. Therefore, based on discrete time se- 

quence, in a departure from previous research, this paper puts for- 

ward a dynamic stochastic decision-making model that applies the 

time-damped exponential to determine the time sequence weight, 

and highlights the effects on the decision results from different 

interval time sequence weights; meanwhile, the possibility matrix 

determines the stochastic decision rules. Further, we optimize the 

process of dynamic multi-attribute decision making and make the 

decision results more reasonable. The construction model is as fol- 

lows. 



Download English Version:

https://daneshyari.com/en/article/402107

Download Persian Version:

https://daneshyari.com/article/402107

Daneshyari.com

https://daneshyari.com/en/article/402107
https://daneshyari.com/article/402107
https://daneshyari.com

