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a b s t r a c t 

In this paper we propose a new approach to learning fuzzy cognitive maps (FCMs) as a predictive model 

for time series forecasting. The first contribution of this paper is the dynamic optimization of the FCM 

structure, i.e., we propose to select concepts involved in the FCM model before every prediction is made. 

In addition, the FCM transformation function together with the corresponding parameters are proposed 

to be optimized dynamically. Finally, the FCM weights are learned. In this way, the entire FCM model is 

learned in a completely new manner, i.e., it is continuously adapted to the current local characteristics 

of the forecasted time series. To optimize all of the aforementioned elements, we apply and compare 5 

different population-based algorithms: genetic, particle swarm optimization, simulated annealing, artifi- 

cial bee colony and differential evolution. For the evaluation of the proposed approach we use 11 publicly 

available data sets. The results of comparative experiments provide evidence that our approach offers a 

competitive forecasting method that outperforms many state-of-the-art forecasting models. We recom- 

mend to use our FCM-based approach for the forecasting of time series that are linear and tend to be 

trend stationary. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Forecasting time series is an important problem that has been 

investigated for many years by numerous researchers. In spite of 

significant achievements in this domain, the topic still raises ac- 

tive interest. One of the lesser-known prediction models that can 

be applied to forecasting time series is the Fuzzy Cognitive Map 

(FCM). In this paper we investigate the FCM model and propose 

a new approach to learning it. The objective of our research is to 

improve the forecasting accuracy of the FCM model. 

FCM is a soft computing technique mixing Artificial Neural Net- 

works and Fuzzy Logic [1] . It is a signed fuzzy weighted di- 

graph consisting of nodes and arcs between them. The nodes (con- 

cepts) are the fuzzy sets that describe the modeled problem and 

the weighted arcs represent causal dependencies between the con- 

cepts. FCM is a nonlinear model because the cumulative impact of 
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causal concepts (parents within the graph) on the effect concept 

(child node) is transformed by a nonlinear transformation function. 

An advantage of the FCM model over Artificial Neural Networks 

is that FCMs can be interpreted easily by humans, and each FCM 

node and arc has a specific meaning known to the expert [2–4] . 

FCM can be interpreted as a fuzzy granular model [5] . 

Extensive research has been conducted with the purpose of im- 

proving the forecasting accuracy demonstrated by the FCM. It is 

possible to distinguish two general approaches to the problem. The 

first one assumes that the historical data used for learning FCMs 

are generated from existing FCMs [6] . In this case, the learned 

FCM mimics the source data in the long-term horizon. In the sec- 

ond approach, a problem with forecasting real-world time series is 

addressed. An FCM model has been effectively applied to forecast 

real-world univariate [7–9] and multivariate [10–13] time series. In 

this paper we use FCMs to forecast univariate time series. 

It is known from the literature that the recognition of appro- 

priate regressors is a key factor in determining forecasting accu- 

racy [14] . When using FCMs for the forecasting of univariate time 

series, the concepts of the FCM play a role similar to that of the 

regressors in auto-regressive models. For this reason, the selec- 

tion of concepts included within the FCM is an important problem 
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influencing the efficiency of forecasting [8,9] . In all previous works, 

the structure of the FCM was either assumed by an expert or gen- 

erated indirectly while learning the FCM’s weights. In the latter 

case, all concepts with the corresponding arcs were taken into 

account during the learning process. Therefore, the final trained 

FCM also contained all concepts and arcs, although the values of 

weights were very small for many of the arcs. To solve this issue, 

filtering of weights was performed that led to the removal from 

the FCM’s structure of those arcs for which the absolute value of 

weights was below a certain threshold [2,8,9] . As a consequence 

of that filtering, certain concepts were evaluated as less important 

and were subsequently removed from the FCM. For the first time 

in this paper, we propose to select the concepts to be included in 

the FCM dynamically without the need to perform the previously 

used filtering. 

In studies [2,8,15] , the sliding window approach was used to 

learn the FCM model. The length of the window was assumed to 

be the parameter, constant for the entire learning part of time se- 

ries. The experiments revealed that the performance of forecast- 

ing largely depended on the assumed window size [2,8] . To avoid 

the laborious procedure of optimizing this parameter, and to ad- 

just this parameter to the local characteristics of time series, we 

propose to optimize it using a population-based algorithm. 

The substantial influence of the transformation function on the 

accuracy of forecasting has been theoretically and practically rec- 

ognized in numerous papers devoted to FCMs [11,15,16] . However, 

none of these papers applied dynamic selection to the transfor- 

mation function, dependent on the considered learning period, we 

propose exactly that in this paper. 

To the best of our knowledge, all existing works considered the 

following approach to learning FCMs. Independent of the length 

and the other characteristics of the learning part of time series, the 

FCM model always contained the same number of concepts and 

the same transformation function. The weights of the FCM were 

learned using the entire part of the learning data. In all previous 

works, the learning algorithm tried to adapt FCM weights to the 

characteristics of the entire learning part of time series. This means 

that the influence of the first step and the last step of the learning 

part of time series on the resulting FCM were the same. In this pa- 

per, we propose to optimize not only the weights, but all elements 

of FCMs with respect to the most recent part of the learning data 

set. The length of this part of time series is also optimized. The 

method proposed in this paper makes the FCM a locally working 

forecasting model, instead of the global approach that was until 

now applied in the literature. 

The contributions of this study are as follows: 

• We propose retraining FCM dynamically, adapting it to the local 

characteristics of the forecasted time series. 

• We propose optimizing the FCM model by selecting which con- 

cepts of the FCM should be included within its structure. Thus, 

after mapping the FCM to the variables representing the lagged 

time series, the order of the predictive model is optimized. 

• We propose optimizing the selection of the FCM’s transforma- 

tion function using a pool of functions. After the function is se- 

lected, its parameters and thus its shape are optimized. 

To learn the FCM model, including all of the aforementioned 

elements, we apply the following population-based algorithms: a 

real-coded genetic algorithm, particle swarm optimization, simu- 

lated annealing, artificial bee colony and differential evolution. 

We validate and evaluate the proposed FCM-based model using 

11 publicly available data. It is obvious that none of the existing 

forecasting models is the best for all possible data. For that reason 

we recognize a single criterion by which to identify time series, for 

which the application of FCM brings more benefits in comparison 

to competitive forecasting models. After numerous experiments it 

Fig. 1. Exemplary sliding window. 

turned out that our FCM-based approach is recommended for the 

forecasting of time series that are linear and tend to be trend sta- 

tionary. 

The remainder of this paper is organized as follows. First, in 

Section 2 we provide background knowledge on time series fore- 

casting. In Section 3 we introduce the theory of Fuzzy Cognitive 

Maps together with an overview of the population-based optimiza- 

tion algorithms that are used to learn FCM. In Section 4 we de- 

scribe the proposed methodology of learning FCM applied to one- 

step ahead forecasting of time series. The experimental evaluation 

of the proposed approach is described in Section 5 . Section 6 con- 

cludes the paper. 

2. Preliminaries of time series 

Let y ∈ � be a real-valued variable whose values are observed 

at a discrete time scale t ∈ [1, 2, . . . , n ] , where n ∈ ℵ is the length 

of the considered period. A time series is a sequence { y (t) } = 

{ y (1) , y (2) , . . . , y (n ) } . The goal of one-step ahead forecasting is to 

calculate ˆ y (t) = M({ y (t − 1) } ) , where: ˆ y (t) denotes the forecast 

and M is the forecasting model. The challenge is to select and train 

such a model M that produces the lowest absolute values of fore- 

casting errors calculated as e (t) = ˆ y (t) − y (t) . 

The concept of a sliding window can be applied when the most 

recent part of the time series is used for the training of the pre- 

dictive model. The sliding window is defined as a subsequence 

L ⊂ { y ( t )} of the considered time series. It begins at time start ( L ) 

and finishes at end ( L ). We assume that end(L ) = t − 1 is the last 

time step at which the variable y is observable. During the period 

t ∈ [ start(L ) , t − 1] , the predictive model FCM is learned. A single 

one-step ahead forecast is made as ˆ y (t) . The value of start ( L ) is a 

parameter. The time step t = end(L ) + 1 , at which point the fore- 

cast is made, moves forward as time flows. An exemplary sliding 

window is depicted in Fig. 1 . 

The series of individual forecasting errors { e ( t )} is generated 

while performing n − length (L ) learn-and-test trials. To assess all 

forecasting errors accumulated over the considered period of time, 

diverse error measures can be applied. For the purpose of this pa- 

per, we use only one of them that is widely used in the literature: 

Mean Absolute Percentage Error (MAPE), given as formula (1) . Be- 

sides its popularity, the reason for the selection is that the MAPE 

is scale-independent and intuitively easy to interpret as a sum of 

individual errors related to the actual values of time series. 

MAP E = 

1 

n 

·
n ∑ 

t=1 

∣∣∣ e (t) 

y (t) 

∣∣∣ · 100% , for y (t) � = 0 (1) 

There are several statistical tests that determine the character- 

istics of time series. One of the objectives of using these tests is to 

support the selection of the best forecasting model dependent on 

the results of the tests. It is worth mentioning that such a selec- 

tion method is never definitive; comparative experiments in terms 

of forecasting accuracy are always required. For the purpose of this 

research, before every group of experiments we provide a corre- 

sponding table including numerical values of the following tests. 
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