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a b s t r a c t

Transfer learning, which aims to exploit the knowledge in the source domains to promote the learning

tasks in the target domains, has attracted extensive research interests recently. The general idea of the

previous approaches is to model the shared structure in one latent space as the bridge across domains

by reducing the distribution divergences. However, there exist some latent factors in the other latent

spaces, which can also be utilized to draw the corresponding distributions closer for establishing the

bridges. In this paper, we propose a novel transfer learning method, referred to as Multi-Bridge Transfer

Learning (MBTL), to learn the distributions in the different latent spaces together. Therefore, more latent

factors shared can be utilized to transfer knowledge. Additionally, an iterative algorithm with convergence

guarantee based on non-negative matrix tri-factorization techniques is proposed to solve the optimization

problem. Comprehensive experiments demonstrate that MBTL can significantly outperform state-of-the-

art learning methods on the topic and sentiment classification tasks.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Traditional machine learning classification algorithms implicitly

assume that the training and test data are drawn from the same

distribution. However, this assumption seldom holds in reality. To

tackle the challenge of different data distributions, many transfer

learning methods have been proposed recently for real-world ap-

plications, such as text classification [13], computational biology

[11] and image classification [12]. The key idea of transfer learn-

ing or domain adaptation is to exploit the labeled examples in

the source domain to model a better classifier for predicting the

classes of the test examples in the target domain where exist less

or no labeled examples. Some of these previous approaches show

that features on raw words are not reliable for text classification

in cross-domain learning. For example, when the documents which

belong to the category of “computer” are drawn from the domains

“hardware” and “software”, the words in these documents indi-

cating the concept of “computer technology” can be “keyboard”,

“CPU”, “operating system”, “programmer”, and so on. However, the

frequencies of these words may be different in different domains.

In the domain of “software”, high-frequency words are “operat-

ing system”, “programmer”, etc., while the words like “keyboard”

and “CPU” are the high-frequency ones in the domain of “hard-

ware”. Since these original features can not be shared directly, only
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the high-level concept “computer technology”, which is extracted

from these words, can be utilized to distinguish the category of

“computer” across domains. Therefore, the latent high-level con-

cepts, which are related to feature clusters extracted on the raw

features, are more appropriate for the text classification across do-

mains than learning from the original features [7]. CoCC [3] learns

the identical concept. MTrick [4] exploits the association between

the homogenous concept and the example classes as the bridge

across domains. DTL [5] models the shared concepts including the

identical and homogenous concepts to establish the bridge. In ad-

dition, Tri-TL [6] and HIDC [7] exploit the distinct concept to train-

ing classifier besides the shared concepts.

These previous methods usually build one bridge across do-

mains by constructing a transformed high-level feature space and

reducing the corresponding distribution divergences. We represent

such method as the single bridge transfer learning. The limitation

of the single bridge approaches is two-fold. (1) A set of latent fac-

tors in one latent feature space is just a subset of all the latent

factors. The assumption that all the shared factors only exist in

one latent feature space cannot hold in reality and may ignore

the latent factors existing in the other latent feature spaces, which

may also help to model the shared structure across domains. (2)

To transfer knowledge, these methods exploit the latent factors in

one latent feature space to learn the corresponding distributions in

this latent feature space. However, not all these latent factors can

be utilized to draw the corresponding distributions in the latent

feature space closer. Some of the latent factors which are also use-

ful for knowledge transfer may represent the discrepancy between
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Fig. 1. Distributions of latent factors in the different latent feature spaces.

Fig. 2. Multiple bridges built by learning distributions in the different latent feature spaces.

the distributions across domains. In the worst case, when the

divergences of the distribution in one latent space are so large and

there exist some latent factors, which cannot be used to draw the

corresponding distributions in the latent feature space closer, uti-

lized to learn the distributions, these single bridge methods will

happen negative transfer.

In this paper, we propose Multi-Bridge Transfer Learning

(MBTL), a novel transfer learning method based on non-negative

matrix tri-factorization (NMTF) techniques, which constructs mul-

tiple latent feature spaces, and learns the corresponding distribu-

tions in the different latent spaces simultaneously. The key idea

of MBTL is as follows. Firstly, as shown in Fig. 1, by construct-

ing multiple different latent feature spaces, more latent factors can

be exploited to model the shared structure across domains. Sec-

ondly, since MBTL learns the distributions in the different latent

spaces simultaneously to establish multiple bridges across domains

as shown in Fig. 2, the latent factors in the different latent fea-

ture spaces can be used to reduce the distribution divergences in

the different latent feature spaces respectively. Additionally, when

Some of latent factors in one latent feature space represent the dis-

crepancy between the distributions across domains in this latent

space, they can also be utilized to reduce the distribution discrep-

ancies in the other latent feature spaces.

The main contributions of MBTL are summarized as follows:

(1) Motivated by the observation that the latent factors usually

exist in different latent feature spaces, we propose the MBTL

method to utilize the latent factors to reduce the distribution

divergences in different latent feature spaces simultaneously.

(2) To solve the proposed method MBTL, we present an iterative

algorithm with convergence guarantee based on non-negative

matrix tri-factorization techniques.

(3) We construct the systematic experiments to show the effec-

tiveness of MBTL. In particular, all the compared topic-oriented

methods happen negative transfer on data set 20-Newsgroups

frequently and can not compete with the traditional machine

learning method Logistic Regression (LR) on the sentiment

tasks. Only MBTL seldom occurs negative transfer and obtains

the best performance on all the tasks.

The rest of this paper is organized as follows. Section 2 in-

troduces the related work. We review preliminary knowledge in

Section 3. In Section 4, we describe the model of MBTL. Section 5

provides the experimental results. Finally, Section 6 concludes this

paper.

2. Related works

In this section, we discuss some previous transfer learning

methods. Recently, transfer learning techniques have been applied

in many real-world applications. In [3–7], transfer learning tech-

niques are proposed to learn text data across domains. In [11,28–

30], transfer learning techniques are applied to biological fields.

[12,31] are proposed for computer vision and image processing. In

[39–41], transfer learning techniques are proposed to solve collabo-

rative filtering problems. According to literature survey [1,27], most

previous methods can be divided into five categories including the

computational intelligence-based methods, the self-labeling meth-

ods, the parameter-based methods, the weighting-based methods

and the feature representation-based methods.
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