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a b s t r a c t

We propose a novel approach to the problem of the classification with test costs understood as costs of ob-

taining attribute values of classified examples. Many existing approaches construct classifiers in order to

control the tradeoff between test costs and the prediction accuracy (or misclassification costs). The aim of

the proposed method is to reduce test costs while maintaining of the prediction accuracy of a classifier. We

assume that attribute values are represented at different levels of abstraction and model domain background

knowledge. Our approach sequentially explores these levels during classification – in each iteration it selects

and conducts a test that precises the representation of a classified example (i.e., acquires an attribute value),

invokes a naïve Bayes classifier for this new representation and checks the classifier’s outcome to decide

whether this iterative process can be stopped. The selection of the test in each iteration takes into account

the possible improvement of the prediction accuracy and the cost of this test. We show that the prediction

accuracy obtained for classified examples represented precisely (i.e., when all the tests have been conducted

and all specific attribute values have been acquired) can be achieved for a much smaller number of tests

(i.e., when not all specific attribute values have been acquired). Moreover, we show that without levels of

abstraction and with uniform test costs our method can be used for selecting features and it is competitive to

popular feature selection schemes: filter and wrapper.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

One of the main tasks of machine learning is to build classifiers

from available data. Constructed classifiers, after their evaluation, are

applied in many real-world applications, in medical diagnosis, au-

tomated testing, robotics, industrial production processes and many

other areas. The most commonly used evaluation criterion of a classi-

fier is its predictive accuracy. The measure of the prediction accuracy

of a classifier is often replaced by the measure of the misclassification

costs of a classifier, because different errors may have different costs.

On the other hand, more and more attention is paid to test costs, that

is the cost of obtaining attribute values (features) of classified exam-

ples. The cost associated to a feature can be related to different con-

cepts: expenses, risks or computational costs [1]. In order to decrease

the total cost of these tests we may reduce their number allowing

for missing attribute values in the representation of classified exam-

ples. However, missing values of relevant attributes in the represen-

tation of classified examples usually degrade the predictive accuracy

of a classifier (or increases the misclassification costs of a classifier)

[2,3]. Therefore, we have to decide which tests should be carried out

in order to control the tradeoff between the cost of these tests and
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the accuracy of a classifier (or the tradeoff between test costs and

misclassification costs of a classifier) [4,5]. However, in many real ap-

plications it is very difficult to evaluate misclassification costs. For

example, in medical diagnosis, how much money you should assign

for a misclassification cost, when a misclassification hurts a patient’s

life? In such cases, we should concentrate on the tradeoff between

test costs and the accuracy of a classifier. The appropriate approach

may be to reduce test costs while maintaining the prediction accu-

racy of a classifier. This goal may be achieved by cost-based feature

selection methods [1].

Let us notice that standard feature selection methods were de-

signed to handle plain data without any type of generalization of at-

tribute values. However, there are areas where attribute values are

represented at different levels of abstraction. These levels model do-

main background knowledge and have usually a form of a tree-like

hierarchy. In such a tree the root represents a missing value, leaves

represent specific attribute values, and the remaining nodes repre-

sent abstract attribute values (e.g., sets of specific values). Impor-

tantly, such hierarchies entail the existence of tests that replace a

more abstract value by a less abstract value. Moreover, this replace-

ment may be taken in several stages for a given attribute, going from

the root of a hierarchy towards less abstract values. We assume that

for some classified data a decision may be taken based on (less or

more) abstract attribute values. Without levels of abstraction, precise

attribute values had to be acquired in such a case. Assuming that the
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cost of obtaining an abstract value is less than the cost of obtaining a

precise value that is a refinement of this abstract value, we see that

introducing levels of abstraction should allow to further reduce test

costs. Moreover, the exploration of these levels of abstraction in the

context of a classified example should result in lower test costs than

their exploitation during learning or even earlier, during the data pre-

processing. Unfortunately, the approaches proposed so far that take

into account levels of abstraction or more general ontologies are in-

tended to obtain only models that are simpler and their classifica-

tion accuracy is preserved or improved (test costs are not considered)

(e.g., [6–9]).

In this paper we present a novel approach to the problem of a clas-

sification with test costs. Our approach sequentially explores levels of

abstraction during classification – in each iteration it selects and con-

ducts a test that precises the representation of a classified example

(i.e., acquires an attribute value), invokes a naïve Bayes classifier for

this new representation and checks the classifier’s outcome to de-

cide whether this iterative process can be stopped. The selection of

the test in each iteration takes into account the possible improve-

ment of the prediction accuracy and the cost of this test. We show

that the prediction accuracy obtained for classified examples repre-

sented precisely (i.e., when all the tests have been conducted and all

specific attribute values have been acquired) can be achieved for a

much smaller number of tests (i.e., when not all specific attribute val-

ues have been acquired). Moreover, we show that without levels of

abstraction and with uniform test costs our method can be used for

selecting features and it is competitive to popular feature selection

schemes: filter and wrapper.

The novelty of the paper is twofold. First, the stopping criterion

of this sequential process explores the classifier outcome for the cur-

rent and previous stages of the sequential process. Second, our ap-

proach allows for representing attribute values at different levels of

abstraction in order to model domain background knowledge. These

two elements allow to achieve the aim of our research.

The method presented in the paper is based on the results of our

earlier works. In [3] we showed that missing values of attributes with

small value of information gain does not reduce prediction accuracy.

In [10] we showed that the prediction accuracy of the sequential clas-

sification process, that is applied in the paper converges very quickly

to the prediction accuracy achieved for the examples represented

precisely. The method presented in the paper adds the stopping cri-

terion to this sequential classification and presents the experimental

evaluation of the proposed approach.

The paper is organized as follows. Section 2 recalls the existing

approaches to the problem of classification with test costs. Section 3

presents the idea of representing background knowledge (attribute

values and tests) by levels of abstraction. It also describes a naïve

Bayes classifier generalized to these levels of abstraction. Section 4

describes the concept of sequential classification and the stopping

criterion for this strategy. Section 5 shows the results of the experi-

mental evaluation of the proposed method. Section 6 concludes the

paper.

2. Related works

The detailed review of algorithms that take into account test costs

and/or misclassification costs are presented in [11,12]. However, not

all the algorithms consider the aforementioned tradeoff. Thus, we in-

tend to indicate these approaches, where this tradeoff is considered.

The problem of the tradeoff between the cost of tests and the ac-

curacy of a classifier was considered in [13] (IDX), [14] (EG2), [15]

(CS-ID3) and [16] (Clarify). All these approaches combine information

gain and test costs in order to construct decision trees.

The problem of a tradeoff between the cost of tests and the mis-

classification cost of a classifier also was extensively analyzed. In

[4] a system called ICET, which uses a genetic algorithm to build a

decision tree to minimize the cost of tests and misclassifications was

presented. In [17] the theoretical aspects of active learning with test

costs using a PAC learning framework were studied. It is a theoretical

work on a dynamic programming algorithm searching for best diag-

nostic policies measuring at most a constant number of attributes.

The obtained result is not applicable in practice, because it requires

a predefined number of training data in order to obtain suboptimal

policies. In [18] an algorithm based on formulating the classification

process as a Markov Decision Process (MDP), whose optimal policy

gives the optimal diagnostic procedure was presented. While related

to other work, this approach may incur very high computational cost

to conduct the search. In [19] a tree-building strategy was proposed

that uses minimum cost of tests and misclassifications as the at-

tribute split criterion. In [20] a naïve Bayesian based cost-sensitive

learning algorithm, called csNB was proposed in order to minimize

the sum of test costs and misclassification costs. In [21] tree-building

strategies were proposed: sequential test strategy, single batch strat-

egy and multiple batch strategy. The comparison of these strategies

showed that the total cost of the sequential test strategy is the low-

est. In [22] a framework based on game theory was employed in or-

der to build a cost-sensitive decision tree. The empirical evaluation of

the proposed algorithm showed that it is possible to induce decision

trees that maintain prediction accuracy but also minimize test and

misclassification costs. However, there are a number of parameters

which can be set in order to change the behavior of the algorithm in

response to the differing test costs and misclassification costs. In [23–

26] the problem of cost-sensitive classification with multiple cost

scales was considered. The empirical comparison of cost-sensitive de-

cision tree induction algorithms was presented in [27]. This compar-

ison took into account 30 algorithms, which can be organized into

10 categories. The lowest cost is produced by a system ICET. It was

indicated that high accuracy rates do not always mean low classifi-

cation costs. Moreover, having an inexpensive decision tree does not

automatically mean that it is an accurate decision tree.

The problem of reducing test costs while maintaining the predic-

tion accuracy of a classifier is also considered in the context of cost-

based feature selection. Methods that can deal with large-scale and

real-time applications are urgently needed since costs must be bud-

geted and accounted for [1]. In [28] a genetic algorithm was used to

perform feature selection where the fitness function combined two

criteria: the accuracy of the classification realized by the neural net-

work and the cost of performing the classification. In [29] a similar

approach was presented, where a genetic algorithm is used in feature

selection and parameters optimization for a support vector machine.

The fitness function aggregated classification accuracy, the number

of selected features and the feature cost. However, the above men-

tioned methods have the disadvantage of being computationally ex-

pensive. Therefore, a modification of a filter model, which is known to

have a low computational cost was proposed in [30]. The presented

modification adds to the features evaluation function a term to take

into account the cost of the features. In [31] two main components

of test-time CPU cost were examined (i.e., classifier evaluation costs

and feature extraction costs) and it was shown how to balance these

costs with classification accuracy.

3. Representing background knowledge by levels of abstraction

Let us notice that there are areas where attribute values are rep-

resented at different levels of abstraction. These levels model domain

background knowledge and have usually a form of a tree-like hierar-

chy [6]. In such a tree the root represents a missing value, leaves rep-

resent specific attribute values, and the remaining nodes represent

abstract attribute values (e.g., sets of specific values). Importantly,

such hierarchies entail the existence of tests that replace a more ab-

stract value by a less abstract value. Moreover, this replacement may
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