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a b s t r a c t 

This paper investigates the relationship between customers’ page views (PVs) and the probabilities of 

their product choices on e-commerce sites. For this purpose, we create a probability table consisting of 

product-choice probabilities for all recency and frequency combinations of each customers’ previous PVs. 

To reduce the estimation error when there are few training samples, we develop optimization models for 

estimating the product-choice probabilities that satisfy monotonicity, convexity and concavity constraints 

with respect to recency and frequency. Computational results demonstrate that our method has clear 

advantages over logistic regression and kernel-based support vector machine. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

An increasing number of companies are operating e-commerce 

sites that offer products or services via the Internet [40] . Cus- 

tomers can compare and purchase a variety of products on such 

sites without making a trip to a brick-and-mortar store. In ad- 

dition, companies can exploit the detailed electronic information 

stored on e-commerce sites to build profitable relationships with 

customers [28] . In particular, clickstream data, which is a record 

of a visitor’s page view (PV) history, is of demonstrated value for 

understanding consumer behavior [5,6,18,19,26] . 

The motivation behind our research is to investigate the rela- 

tionship between customers’ PVs and their product-choice proba- 

bilities. In other words, we explore the process of selecting prod- 

ucts on the basis of clickstream data [25,42] . Since the information 

search process reflects the customer’s concern about products, the 

results of our research can be used to help him/her go to a target 

page on an e-commerce site. Our research will also be useful in 

forecasting demand for inventory management [17] . 
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The statistical estimation methods can be divided into two 

categories, i.e., parametric methods and nonparametric methods. 

Parametric methods typically force an estimation model to be a 

parametric function. In contrast, nonparametric methods do not 

assume any particular parametric form and, accordingly, have a 

high degree of freedom for modeling the relationship between 

customers’ PVs and their product-choice probabilities. 

The purpose of this paper is to propose a novel nonparamet- 

ric method for estimating product-choice probabilities. It has been 

demonstrated that the recency and frequency of customers’ previ- 

ous purchases are key indicators for forecasting repeat purchases 

[12,13,20,32,33] . In view of these facts, our method utilizes the re- 

cency and frequency of each customer’s previous PVs. Specifically, 

we create a probability table, consisting of product-choice prob- 

abilities for all recency and frequency combinations, through the 

use of past clickstream data. Although this approach can fully re- 

flect the interaction between the frequency and recency of PVs, a 

probability estimated from a small number of training samples is 

subject to unavoidable estimation errors. 

To resolve this problem, we exploit the properties of recency 

and frequency of PVs in the maximum likelihood estimation of 

the product-choice probabilities. To accomplish this, we develop 
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optimization models for estimating the product-choice probabil- 

ities that satisfy the monotonicity, convexity and concavity con- 

straints with respect to recency and frequency. 

We compare the predictive performance of the proposed 

method with those of the common methods of binary classifica- 

tion, i.e., logistic regression and kernel-based support vector ma- 

chine (kernel SVM). Six typical features were used to represent 

recency or frequency in computational experiments, which thor- 

oughly verified the effectiveness of these features and their com- 

bination for predictive purposes. 

The advantages of our method are summarized as follows: 

1. Stability. Our method maintains high predictive performance 

even for small sample data sets by utilizing the properties of re- 

cency and frequency of PVs. Computational results demonstrate 

that it was very effective even when the number of available 

training samples was small. 

2. Flexibility. In sharp contrast to many parametric prediction 

models, e.g., logistic regression, our nonparametric approach 

enhances flexibility in modeling the relationship between cus- 

tomers’ PVs and their product-choice probabilities. Indeed, in 

our experiments, our method provided higher predictive per- 

formance than the other methods did. 

3. Scalability. Our method has remarkable scalability in the sense 

that the size of the probability table does not depend on the 

data size. Consequently, it dealt with massive amounts of data 

in the computational experiments. By contrast, the kernel SVM 

was only applicable to a small-scale data set, because its com- 

putation load depended heavily on the number of training sam- 

ples. 

The rest of the paper is organized as follows. The next section 

makes a brief review of related works. Section 3 develops the op- 

timization models for estimating the product-choice probabilities. 

Section 4 assesses the effectiveness of our method through com- 

putational experiments. Section 5 concludes with a brief summary 

of our work and a discussion of future research directions. 

2. Related works 

One of the most active areas of clickstream research has 

been the analysis of online purchasing behavior of customers on 

e-commerce sites [6] . According to this purpose, Moe and Fader 

[24] propose a stochastic model for predicting each customer’s 

purchase probability based on an observed history of visits and 

purchases. Many other studies use logit/probit modeling and var- 

ious types of input variables to predict online purchasing behavior 

[27,29,37,38,41] , whereas Boroujerdi et al. [2] apply different classi- 

fication algorithms, such as decision tree, support vector machine 

and rule-based method, to predict customer’s buying intention. 

These studies, however, focus on the prediction of customer visits 

that lead to purchases, and accordingly, they do not assign a 

purchase probability to each product. 

There are a number of studies that analyze online product- 

choice behavior; however, most of them place emphasis on more 

detailed data rather than clickstream data. For instance, Chen and 

Fan [7] improve multiple kernel SVM to handle multiplex data, 

such as static, time series, symbolic sequential and textual data. 

Zhang and Pennacchiotti [43] build machine learning models to 

predict a customer’s choice of product categories from their social 

media profiles. Qiu [31] takes advantage of product reviews and 

ratings in the support vector regression model. In contrast to these 

studies, the present paper has a different purpose of investigating 

the relationship between customers’ PVs and their product-choice 

probabilities from clickstream data. 

Recommender systems are software tools and techniques pro- 

viding suggestions for products that may be of use to a cus- 

Table 1 

Page view history of customers u 1 , u 2 and u 3 . 

Product #PVs of ( u 1 , u 2 , u 3 ) Recency Frequency 

Mar. 1 Mar. 2 Mar. 3 

v 1 (1, 0, 2) (0, 0, 1) (0, 0, 1) (1, 0, 3) (1, 0, 4) 

v 2 (0, 3, 0) (2, 0, 2) (2, 0, 0) (3, 1, 2) (4, 3, 2) 

v 3 (0, 0, 1) (0, 1, 0) (0, 2, 0) (0, 3, 1) (0, 3, 1) 

v 4 (3, 1, 0) (0, 0, 1) (0, 0, 0) (1, 1, 2) (3, 1, 1) 

v 5 (0, 1, 1) (0, 0, 1) (0, 1, 0) (0, 3, 2) (0, 2, 2) 

tomer [35] . A well-known class of recommender algorithms, i.e., 

collaborative filtering [11,34] , recommends products on the basis 

of the preferences of other customers who have expressed opin- 

ions on those products. The primary objective of recommender 

systems is to help customers find unknown but worthwhile prod- 

ucts. By contrast, the present paper focuses on products that in- 

dividual customers have viewed in the past, and it estimates the 

probabilities that those products will be purchased. The estimated 

product-choice probabilities represent a customer’s preferences for 

the products. Since such information is aggregated in collabora- 

tive filtering in order to recommend products to customers, our re- 

search will be valuable when applying collaborative filtering tech- 

niques to e-commerce. Additionally, it is noteworthy that in the 

context of recommender systems [8,21] , the frequency of PVs is 

used in creating input data, and the recency of PVs is considered 

implicitly by limiting data acquisition period. 

Our optimization models for estimating the product-choice 

probabilities are new applications of the isotonic regression to the 

analysis of clickstream data. The isotonic regression, which has 

its origin in the early works [4,15,16] , fits a nonparametric func- 

tion to given data points under mild shape constraints, such as 

monotonicity and convexity/concavity. Applications fields include 

statistics, operations research, and image processing (see Parda- 

los and Xue [30] and the references therein), and various algo- 

rithms have been developed so far [1,9,10,16,23,36,39] . Although 

Geyer [14] deals with the logistic regression under the monotonic- 

ity and convexity constraints, this model is only one-dimensional. 

To the best of our knowledge, none of the existing studies imple- 

ment the maximum likelihood estimation method for multidimen- 

sional regression with monotonicity, convexity and concavity con- 

straints. Moreover, our optimization models enhance the worth of 

traditional constrained regression on the forefront of data analysis 

technology. 

3. Proposed method 

This section presents our method for estimating the product- 

choice probabilities of individual customers from clickstream data. 

The method is based on two effective predictors, i.e., the recency 

and frequency of a customer’s page views (PVs). 

3.1. Problem description 

As already mentioned, we estimate the product-choice proba- 

bilities from the recency and frequency of each customer’s previ- 

ous PVs. Roughly speaking, the recency of customer u with respect 

to product v represents the time of the last visit of customer u to 

a webpage of product v , while frequency represents the number of 

visits of customer u to a webpage of product v . 

Table 1 shows an example of a page view history of the three 

customers. For instance on March 1st, the webpage of product v 1 
was viewed once and twice, respectively by customers u 1 and u 3 . 

Such a PV history is summarized in terms of recency and frequency 

in Table 1 , where they are characterized by the day of the last 

visit and the number of PVs. Our aim is to analyze the customer’s 
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