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a b s t r a c t

Fuzzy c-means (FCM) is a well-known and widely used fuzzy clustering method. Though there have been

considerable studies that focused on the improvement of FCM algorithm or its applications, it is still

necessary to understand the effect of data distributions on the performance of FCM. In this paper, we

present an organized study of FCM clustering from the perspective of data distribution. We first analyze

the structure of the objective function of FCM and find that FCM has the same uniform effect as K-means.

Namely, FCM also tends to produce clusters of relatively uniform sizes. The coefficient of variation (CV)

is introduced to measure the variation of cluster sizes in a given data set. Then based on the change of

CV values between the original “true” cluster sizes and the cluster sizes partitioned by FCM clustering,

a necessary but not sufficient criterion for the validation of FCM clustering is proposed from the data

distribution perspective. Finally, our experiments on six synthetic data sets and ten real-world data sets

further demonstrate the uniform effect of FCM. It tends to reduce the variation in cluster sizes when

the CV value of the original data distribution is larger than 0.88, and increase the variation when the

variation of original “true” cluster sizes is low.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Clustering [1] is an unsupervised learning process to discover

significant patterns in a given data set by partitioning the data set

into groups (i.e., clusters) such that the data objects assigned to

the same group are as similar as possible while those in different

groups are dissimilar to the greatest extent. Clustering has been

widely applied in many fields [2–5]. Fuzzy c-means (FCM) cluster-

ing introduced the concept of membership degree to measure the

extent to which a data object belongs to different groups. Since

it was first proposed by Dunn [6] and generalized by Bezdek [7],

FCM has become a well-known and widely used clustering method

[8–11].

Currently, there have been considerable research works that

focused on the algorithm improvement and application of FCM.

Some researchers focused on the improvement of FCM so that it

can be applied to different types of data, such as time series data

[12], relational data [13], categorical data [14], etc. The improve-

ment of similarity/dissimilarity function in fuzzy clustering is also
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an important research topic [15–17]. In addition, to expand the ap-

plication scope of FCM clustering, some supervised knowledge was

integrated to form the semi-supervised fuzzy clustering methods

[18–20]. The fuzzifier, an important parameter in FCM to measure

the fuzziness of partitions, also has attracted wide attention in lit-

erature [21–23].

From the perspectives of data distributions, K-means algorithm

[24] and hierarchical clustering [25] have been studied. Xiong et

al. [24] found that K-means tends to produce clusters of relatively

uniform sizes, even the input “true” cluster sizes are varied. The re-

search of Wu et al. [25] revealed that hierarchical clustering tends

to produce clusters with high variation on cluster sizes regardless

of the “true” cluster distributions. However, FCM is different from

these two kinds of clustering methods, due to the fact that both K-

means and hierarchical clustering are hard (crisp) clustering meth-

ods while FCM is a fuzzy clustering method. Both the membership

degree and fuzzifier parameter were introduced in FCM algorithm.

Therefore, along this line, we aim to investigate the FCM clustering

from a data distribution perspective in the current study.

Although people have identified that the data characteristics

may influence the performance of FCM clustering in existing stud-

ies [26,27], an organized and systematic study is still needed to in-

vestigate how data distributions can affect the performance of FCM

clustering, particularly the interaction between fuzzifier parameter
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in FCM and the data distributions partitioned by FCM clustering.

Therefore, to further enhance our understanding and guide us for

the better use of FCM clustering in practical applications, it is nec-

essary to study the effect of data distribution on the performance

of FCM clustering.

In this paper, we first present a theoretical analysis of the ob-

jective function of FCM clustering. Based on the analysis of the

structure of its object function, we find that there are three fac-

tors, namely the cluster sizes, the distances among clusters and the

fuzzifier parameter, which can affect the performance of FCM. To

further demonstrate the effect of the original data distribution on

the clustering result of FCM, we then conducted extensive exper-

iments on both synthetic data sets and real-world data sets from

the UCI machine learning repository [28], with different data dis-

tributions in cluster sizes. We also introduced the coefficient of

variation (CV) [29] to measure the dispersion of a given data set.

The CV is a dimensionless number that can be used to compare the

variations of populations with significantly different mean values.

Generally, a larger value of CV means a greater variability in cluster

sizes of a data set. Therefore, the change of CV values, represented

by DCV, before and after clustering can serve as a necessary but

not sufficient criterion to validate the performance of FCM cluster-

ing. In addition, since the fuzzifier in FCM also has an impact on

the clustering results of FCM, the DCV values can also help us to

better understand the effect of fuzzifier.

Our experimental results demonstrated that FCM tends to re-

duce the variation of a data set in cluster sizes when the CV value

of original data distribution is larger than 0.88, but increase the

variation when the variation of original “true” cluster sizes is low.

Namely, FCM has the similar uniform effect as K-means clustering

[24]. However, the uniform effect of FCM is also influenced by the

value of fuzzifier.

The remainder of this paper is organized as follows. A brief in-

troduction of FCM clustering and the selection of fuzzifier are pre-

sented in Section 2. Then in Section 3, the objective function of

FCM is analyzed and discussed theoretically, followed by the intro-

duced CV measure and an illustrative example. Section 4 provides

the results of the extensive experiments and some discussions. Fi-

nally, conclusions are drawn in Section 5.

2. Related works

2.1. Clustering and FCM clustering

For a given data set X= {x1,x2, . . . ,xn}, clustering algorithms

[30] partition the n data objects in X into c groups C={Ci,C2, . . . ,Cc}
based on similarity/dissimilarity metric, and a partition matrix

U(X) is obtained. The partition matrix is expressed as U = [μi j]c×n

(i = 1, . . . , c, j = 1, . . . , n), where μij is the membership degree of

data object xj to cluster Ci. If μij satisfies

μi j =
{

1 if x j ∈ Ci

0 otherwise
(1)

and the partition results satisfy: Ci �= ∅ (i = 1, . . . , c), Ci ∩ Cj = ∅ (i =
1, . . . , c, j = 1, . . . , n), and ∪c

i=1
Ci = X , then this kind of clustering

partition is hard clustering, also called as crisp clustering. K-means

clustering [31] and hierarchical clustering [32] are two typical hard

clustering methods.

While in fuzzy clustering, the degrees of each data object to

different clusters are represented by the values of membership de-

gree. Generally, a data object is grouped into the cluster to which it

has the maximum value of membership degree. The membership

degree μij in fuzzy clustering satisfies μij ∈ [0, 1], and

0 <

n∑
j=1

μi j < n, ∀i = 1, . . . , c (2)

c∑
i=1

μi j = 1, ∀ j = 1, . . . , n (3)

c∑
i=1

n∑
j=1

μi j = n (4)

Fuzzy c-means (FCM) clustering is a popular fuzzy clustering

method [33–35]. It starts with determining the number of groups

followed by the random selection of initial cluster centers. Then,

each data object is assigned a membership degree to each cluster.

Each cluster center point and corresponding membership degrees

are updated iteratively by minimizing the objective function until

the positions of the cluster centers will not change or the differ-

ence of objective function values between two iterations is within

a threshold.

The objective function of FCM is defined as

Jc =
c∑

i=1

n∑
j=1

μm
i j ||x j − vi||2 (5)

where vi is the cluster center of cluster Ci, andvi = (1/ni)
∑

x j∈Ci
x j .

niis the number of data objects in cluster Ci. m is the fuzzifier, also

referred to as the weighting exponent or fuzziness parameter in

FCM. || · || represents the Euclidean distance.

In the iterations, the membership degree μijand the cluster

centers vi are updated as

μi j = 1/

c∑
r=1

(di j/dr j)
2

m−1 (6)

vi =
n∑

j=1

μm
i j x j/

n∑
j=1

μm
i j (7)

2.2. Fuzzifier selection of FCM algorithm

The fuzzifier, denoted as m, is an important parameter and has

a significant impact on the clustering result of FCM [36]. There

have been considerable research efforts that focused on the se-

lection of this important parameter in FCM. Pal and Bezdek [37]

presented a heuristic rule for the optimal selection of m, and m

was limited to [1.5, 2.5]. The similar suggestion was provided in

[38]. In addition, Bezdek [39] studied the physical interpretation

of FCM when m = 2, and suggested that m = 2 is the optimal

selection. Based on the study of word recognition, Chan and Che-

ung [40] suggested that the value of m should range in [1.25, 1.75].

However, Choe and Jordan [41] pointed out that the performance

of FCM was not sensitive to the value of m based on fuzzy decision

theory. To obtain the uncertainty brought by m in FCM, Ozkan and

Turksen [22] identified that the upper and lower values of m were

1.4 and 2.6 respectively. Wu [21] proposed a new guideline for the

selection of m based on a robust analysis of FCM, and suggested to

implement FCM with m ∈ [1.5, 4]. Additionally, some researchers

[23,42,43] studied the influence of data set structure on the selec-

tion of m.

Currently, there is still little theoretical guidance and widely ac-

cepted criterion to support the selection of m in FCM [23,37]. This

parameter is always selected subjectively in practical applications.

The general and most widely used fuzzifier value in FCM applica-

tions is m = 2 [37–39].

In this paper, the effect of fuzzifier m on the clustering re-

sults of FCM from a data distribution perspective is also discussed,

which can provide some support for us to select the optimal value

of m.
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