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a b s t r a c t

Hesitant fuzzy set (HFS) is now attracting more and more scholars’ attention due to its efficiency in rep-
resenting comprehensively uncertain and vague information. Considering that correlation coefficient is
one of the most widely used indices in data analysis, in this paper, after pointing out the weakness of
the existing correlation coefficients between HFSs, we propose a novel correlation coefficient formula-
tion to measure the relationship between two HFSs. As a departure, some new concepts, such as the
mean of a hesitant fuzzy element (HFE), the hesitant degree of a HFE, the mean of a HFS, the variance
of a HFS and the correlation between two HFSs are defined. Based on these concepts, a novel correlation
coefficient formulation between two HFSs is developed. Afterwards, the upper and lower bounds of the
correlation coefficient are defined. A theorem is given to determine these two bounds. It is stated that
the correlation coefficient between two HFSs should also be hesitant and thus the upper and lower
bounds can further help to identify the correlation coefficient between HFSs. The significant character-
istic of the introduced correlation coefficient is that it lies in the interval [�1,1], which is in accordance
with the classical correlation coefficient in statistics, whereas all the old correlation coefficients
between HFSs in the literature are within unit interval [0,1]. The weighted correlation coefficient is also
proposed to make it more applicable. In order to show the efficiency of the proposed correlation
coefficients, they are implemented in medical diagnosis and cluster analysis. Some numerical examples
are given to support the findings and also illustrate the applicability and efficiency of the proposed
correlation coefficient between HFSs.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

As uncertainty takes place almost everywhere in our daily life,
many different tools have been developed to recognize, represent,
manipulate, and tackle such uncertainty. Among the most popular
theories to handle uncertainty include the probability theory and
fuzzy set theory, which are proposed to interpret statistical uncer-
tainty and fuzzy uncertainty, respectively. These two types of mod-
els possess philosophically different kinds of information: the
probability theory conveys information about relative frequencies,
while the fuzzy set theory represents similarities of objects to
imprecisely defined properties [1]. After introduced by Zadeh [2],
fuzzy set has attracted the attention of many people from acade-
mia, industry and government. The fuzzy set theory is now more
and more popular in aiding decision making process [3,4]. A fuzzy
set A on a universe of objects, X, is characterized by a membership

function lA which takes the values in the interval ½0;1�, i.e.,
lA : X ! ½0;1�. The value of lA at x;lAðxÞ, represents the grade of
membership of x in A and is a point in ½0;1� [5]. After the pioneering
work of Zadeh, the fuzzy set theory has been extended in a number
of directions, the most impressive one of which relates to the rep-
resentation of the membership grades of the underlying fuzzy set
[6]. As in Zadeh’s fuzzy set, the membership grades in a fuzzy set
are expressed as precise values drawn from the unit interval
½0;1�, the fuzzy set cannot capture the human ability in expressing
imprecise and vague membership grades of the fuzzy set. To cir-
cumvent this flaw, some notable extensions have been introduced
to allow for imprecision and uncertainty in the membership grades
of the fuzzy set, such as the type 2 fuzzy set [7], the interval type-2
fuzzy set [8], the intuitionistic fuzzy set [9–11], the interval-valued
intuitionistic fuzzy set [12], the hesitant fuzzy set [13], and the
hesitant fuzzy linguistic term set [14–16]. In this paper, we focus
on the hesitant fuzzy set.

The motivation for introducing hesitant fuzzy set (HFS) is that
when defining the membership grade of an element x to the set
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A, the difficulty in establishing such a grade is not because we have
some possibility distribution (as in type 2 fuzzy set), or a margin of
error (as in interval fuzzy set and intuitionistic fuzzy set), but
because we have a set of possible values [13]. HFS, permitting
the membership grade of an element to a given set represented
by several possible values between 0 and 1, is capable of determin-
ing the membership grades especially when experts have several
different values on it. HFS shows many advantages over traditional
fuzzy set and its other extensions, especially in group decision
making with anonymity [17]. Thus, it has attracted many scholars.
After introducing HFS, Torra [13] gave some basic operations such
as complement, union and intersection on HFSs. Xia and Xu [17]
named the elements of a HFS as hesitant fuzzy elements (HFEs)
and then defined the addition and multiplication operations over
HFEs. Afterwards, Liao and Xu [18] established the subtraction
and division operation for HFSs. Torra and Narukawa [19] present-
ed an extension principle permitting to generalize the existing
operations on fuzzy sets to HFSs, based on which, different aggre-
gation operators, such as the HFWA, HFWG, HFOWA, HFOWG,
HFHA, HFHG operators [17], were proposed to fuse the hesitant
fuzzy information in multiple criteria decision making (MCDM).
Later, Liao and Xu [20,21] further proposed some hesitant fuzzy
hybrid weighted aggregation operators, which have many advan-
tages over the aforementioned operators. Liao et al. [22] also pro-
posed some dynamic aggregation operators to aggregate multiple
stage hesitant fuzzy information. In order to better aid the decision
making process, Liao et al. [23] introduced the hesitant fuzzy pref-
erence relation (HFPR) and investigated its multiplicative consis-
tency. Based on the HFPR, Zhu and Xu [24] proposed a goal
programming method to derive a ranking from a HFPR and applied
it to group decision making. Some decision making methods have
been developed for decision making with hesitant fuzzy formation,
such as the hesitant fuzzy VIKOR method [25], the hesitant fuzzy
TOPSIS method [26], the hesitant fuzzy TODIM method [27] and
the satisfaction degree based interactive decision making method
[28]. All these achievements contribute to the theory of HFS and
show that HFS is a powerful tool to handle uncertainty and vague-
ness in the process of decision making.

Correlation is one of the most widely used indices in data ana-
lysis, pattern recognition, machine learning, decision making, etc.
It measures how well two variables move together in a linear fash-
ion. The correlation coefficient, which firstly appeared in Karl
Pearson’s proposal relating to statistics, has been extended into dif-
ferent fuzzy circumstances. Different forms of fuzzy correlation
and correlation coefficients have been proposed, such as the fuzzy
correlation and correlation coefficients [29–34], the intuitionistic
fuzzy correlation and correlation coefficients [35–41], and the hesi-
tant fuzzy correlation and correlation coefficients [42,43] (for
details of the review over these different forms of correlation mea-
sures, please refer to Section 2). As presented above, HFS is efficient
in expressing vagueness and uncertainty. In this paper, we focus on
the correlation measures between HFSs.

To measure the correlation between two HFSs, Xu and Xia [42]
proposed several correlation coefficient formulas for HFEs and dis-
cussed their properties. Later, Chen et al. [43] defined some corre-
lation coefficient formulas for HFSs and applied them to cluster
analysis. However, the correlation coefficients they introduced
have several flaws, which are clarified as follows:

(1) Both of Xu and Xia [42]’s and Chen et al. [43]’s correlation
coefficient formulas are based on the assumption that each
pair of HFEs has equal length. If the lengths of different
HFEs are different, the pessimistic and optimistic principles
should be implemented to fill some artificial values into
the short HFEs. It should be stated that filling some artificial
values into a HFE would change the information of the

original HFE. Both of the mean and variance of the original
HFE are replaced. Thus, such an approach is less well justi-
fied theoretically and less reliable practically.

(2) In traditional statistics, the correlation coefficient lies in the
interval ½�1;1�. However, the correlation coefficients pro-
posed by Chen et al. [43] are always positive but ignore
the negative correlation situation. This also reduces the the-
oretical support and applicability of their proposed hesitant
fuzzy correlation coefficients.

(3) As HFEs or HFSs considered are hesitant, the correlation
coefficient should have certain degree of hesitant rather
than just a fixed value. However, such a hesitant feature
has not been considered or modeled in Xu and Xia [42]’s
or Chen et al. [43]’s correlation coefficient formulas.

To circumvent these drawbacks, in this paper, we propose some
different correlation measures for HFSs. The novelties of this paper
are summarized as follows:

(1) We introduce the mean and hesitant degree for a HFE.
(2) We propose a novel formula to calculate the correlation

coefficient between two HFSs and compare it with other
definitions reported in the literature. The new correlation
coefficient proposed in this paper lies in the interval ½�1;1�.

(3) We define the hesitant degree of a correlation coefficient
between two HFSs.

(4) We introduce the weighted correlation coefficient between
HFSs to broaden the applicability in practical decision
making.

(5) We apply the proposed correlation coefficients between
HFSs to practical decision making processes such as medical
diagnosis and cluster analysis.

The rest of this paper is organized as follows: Section 2 reviews
the concepts of HFS as well as the state of the art in correlation
coefficients related to fuzzy sets and their extensions. The weak-
ness of the existing correlation coefficients between HFSs is also
clarified in this section. In Section 3, based on some predefined
concepts, a novel correlation coefficient definition is proposed. A
theorem is given to determine the lower and upper bounds of
the correlation coefficient. The weighted correlation coefficients
are also established. The correlation coefficient between HFSs is
applied into medical diagnosis and cluster analysis in Section 4.
Some numerical examples are given to illustrate the correlation
coefficient in this section as well. The paper ends with some con-
cluding remarks in Section 5.

2. Preliminaries

To facilitate the presentation, let us first review some basic
knowledge.

2.1. Hesitant fuzzy set

As the membership grades in classical fuzzy set are expressed
as precise values draw from [0,1], different extensions of fuzzy
set which allow for imprecision and uncertainty in the member-
ship grades have been proposed. The most notable one is the hesi-
tant fuzzy set. When an expert considers several values to
determine the membership degree of an element to a set, the con-
cept of HFS was introduced:

Definition 1 [13]. Let X be a reference set and M ¼ fl1;

l2; . . . ;lNg be a set of N membership functions. Then, a hesitant
fuzzy set (HFS) associated with M, that is HM , is defined as follows:
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