
Existence and exponential stability of solutions of NNs
with continuously distributed delays$

Jiqin Deng a,n, Ziming Deng b

a School of Mathematics and Computational Science, Xiangtan University, Xiangtan, 411105 Hunan, PR China
b Port Machinery BU of Sany Group Co. Ltd. Changsha, Hunan 410100, PR China

a r t i c l e i n f o

Article history:
Received 31 December 2014
Received in revised form
16 April 2015
Accepted 27 June 2015
Communicated by Sanqing Hu
Available online 22 July 2015

Keywords:
Cellular neural networks
Exponential stability
Continuously distributed delay

a b s t r a c t

In this paper, applying the fixed point theorem and a new method, we study the existence, uniqueness,
and global exponential stability of solutions of NNs with continuously distributed delays and obtain
some new results in terms of system parameters. In our results, the exponentially convergent rate is
given and the conditions are less restrictive than previously known criteria. Therefore they can be
applied to NNs with a broad range of activation functions though these functions are neither
differentiability nor strict monotonicity.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

For neural networks (NNs) with delays, by constructing a
suitable Lyapunov function for the system and then to derive
sufficient conditions ensuring stability, it is usually not an easy
task and these sufficient conditions are wanted to be very
restrictive. For the details, see [1–10]. Therefore we need some
new methods.

In models with delayed feedbacks, the use of constant discrete
delays provides a good approximation to simple circuits consist-
ing of a small number of neurons. But neural networks usually
have a spatial extent due to the presence of a multitude of
parallel pathways with a variety of axon sizes and lengths. Thus,
there will be a distribution of propagation delays. In this case, the
signal propagation is no longer instantaneous and cannot be
modeled with discrete time delay. A more appropriate way is to
incorporate distributed delays. Moreover, a neural network
model with distributed delay is more general than that with
discrete delay. This is because the distributed delay becomes a
discrete delay when the delay kernel is a δ function at a certain
time. For details, see [6–10].

In this paper, we consider the following NNs with continuously
distributed delays:

x0iðtÞ ¼ �μixiðtÞþ
Xn
j ¼ 1

aijf jðxjðtÞÞ

þ
Xn
j ¼ 1

bijgj

Z 1

0
kjðsÞxjðt�sÞ ds

� �
þ IiðtÞ: ð1:1Þ

where n is the number of units in a neural network, f i; IiACðRÞ,
μi; aij; bij are constants with μi40, μi represents the rate with
which the ith unit will reset its potential to the resting state in
isolation when disconnected from the network and external
inputs, aij is the connection weights between ith unit and jth unit
at time t, bij is the connection weights between ith unit and jth
unit, f j; gj ðj¼ 1;2;…;nÞ are signal transmission functions,
Ii; xi ði¼ 1;2;…;nÞ are the activation and external inputs of the
ith neuron, respectively, kj denotes the refractoriness of the jth
neuron after it has fired or responded.

xiðtÞ ¼ φiðtÞ ði¼ 1;2;…;n:Þ for tA ð�1; 0� where
φiðtÞACð½�1; 0�; RÞ.

In the previous exponential stability and existence results
of periodic solutions for (1.1), the following condition were used
[1–10].

ðH0Þ kjACð½0;1Þ; ½0;1ÞÞ andZ 1

0
skjðsÞ dso1; j¼ 1;2;…;n;
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ðH1Þ kjACð½0;1Þ; ½0; 1ÞÞ and there exists kj40 such thatZ 1

0
kjðsÞ ds¼ kj40; j¼ 1;2;…;n;

ðH2Þ there exists pj; qj40 ðj¼ 1;2;…;nÞ such that

j f jðuÞ� f jðvÞjrpj ju�vj ; u; vAR and j¼ 1;2;…;n

and

jgjðuÞ�gjðvÞjrqj ju�vj ; u; vAR and j¼ 1;2;…;n;

ðH3Þ there exist IiZ0 ði¼ 1;2;…;nÞ such that

IiZmax
tZ0

j IiðtÞj ; i¼ 1;2;…;n

and ðH4Þ there exist positive constants d1; d2;…; dn such that one of
the following conditions (i)–(vi) holds.
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ðviiÞ
Xn
j ¼ 1
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1
di
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Xn
j ¼ 1

jaij jpjþq2j cjþ
1
di
ðjaji jdjpiþjbji j 2djcjÞ

� �
o2μi

for i¼ 1;2;…;n.
The problem is whether ðH0Þ and the conditions ðH4Þ are

necessary? Our answer is no.
The purpose of this paper is to delete ðH0Þ and the conditions

ðH4Þ in our new results and consider more general solution, i.e.,
prove that the following theorems hold.

Theorem 1.1. Under ðH1Þ, ðH3Þ and the following condition
ðH0

2Þ there exist pj; qj; hj; lj40 ðj¼ 1;2;…;nÞ it such that

j f jðuÞjrpj juj þhj; uAR and j¼ 1;2;…;n

and

jgjðuÞjrqj juj þ lj; uAR and j¼ 1;2;…;n;

then (1.1) has at least one solution.

Theorem 1.2. Under ðH1Þ–ðH3Þ, then (1.1) has a unique solution.
Moreover, it is globally exponentially stable.

The paper is organized as follows:
In Section 2, we prove Theorem 1.1 by a new method.
In Section 3, we prove Theorem 1.2, especially, in the proof of

exponential stability, we use a new method but not Lyapunov
functions.

In Section 4, to demonstrate the application of our results, we
give an example.

2. Existence

In this section, we verify Theorem 1.1.
Set

X¼ fx : xACð½0; 1Þ; RnÞg: ð2:1Þ
It follows that X is a Banach space with the norm

JxJ ¼max
tZ0

JxðtÞJ ð2:2Þ

where JxðtÞJ ¼ Pn
i ¼ 1 jxiðtÞj r

� �1=r .
For each xAX with xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT , set

FxðtÞ ¼ ðF1xðtÞ; F2xðtÞ;…; FnxðtÞÞT ; ð2:3Þ
where
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3
5 ds; i¼ 1;2;…;n

ð2:4Þ
and N40. Then it is easy to see that x(t) is the fixed point of the
operator F if and only if it is a solution of (1.1).

Proof of Theorem 1.1. Let NZ100maxffPn
i ¼ 1 ½Pn

j ¼ 1 jaij j
pj�rg1=rþfPn

i ¼ 1 ½
Pn

j ¼ 1 jbij jqjkj�rg
1=r

;1g be a constant.
Define a bounded, convex and closed subset B of X as follows:

B¼ xðtÞAX : JxðtÞJrRðtÞ;�
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;
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where
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Then, from et ¼ P1
l ¼ 0 t

l=l!, min R0ðtÞ; e�ð1=5ÞðNþmin1r ir nμi �4Þtð1�
�
e�ð8=5ÞtÞ�0g40 for tA 0;1=ðNþmin1r irnμiÞ


 �
, (2.1)–(2.7), Min-

kowski inequality, ðH1Þ, ðH0
2Þ and ðH3Þ, one obtains
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