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a b s t r a c t

This paper presents a stable learning method of the neural network tomography, in case of asymmetrical
few view projection. The neural network collocation method (NNCM) is one of effective reconstruction
tools for symmetrical few view tomography. But in cases of asymmetrical few view, the learning process
of NNCM tends to be unstable and fails to reconstruct appropriate tomographic images. We solve the
unstable learning problem of NNCM by introducing a coarse reconstructed image in the initial learning
stage of NNCM. The numerical simulation with an assumed tomographic image shows the effectiveness
of the proposed method.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

The Computerized Tomography (CT) is one of effective remote
sensed imaging method for medical and industrial non-
destructive diagnostics [1]. CT is also applied to fusion plasma
imaging measurements, thanks to its remote sensing facility.

But most fusion experimental devices have few observation
port due to the vacuum vessel structure. Then the viewing angles
for tomographic measurement are limited to few and asymme-
trical directions. For such asymmetrical few view, standard CT
reconstruction methods are difficult to use.

For the few view CT problem, there are mainly two kinds of
reconstruction approaches: regularization methods for ill-posed
equation and model fitting methods. Ma et al. and Takeda and Ma
proposed a newmodel fitting CT reconstruction method by using a
neural network [2,3] which is called “Neural Network Collocation
Method” (NNCM). The NNCM reconstructs tomographic image by
the error back propagation (BP) learning algorithm based on the
projection data.

Actually, the effectiveness of NNCM is reported for few view CT
problem [2], but in these literature, views are set in symmetric
directions. But in actual cases of plasma CT imaging, the view
directions are set in “asymmetrical” angles. NNCM has drawbacks
for asymmetrical few view CT with instability of learning and
often fails to reconstruct appropriate tomographic image.

The paper proposes a stable learning method for NNCM in
asymmetrical few view CT. The proposed method stabilizes the
reconstruction process by using a coarse reconstructed image as

the teacher data for BP algorithm directly, instead of the projection
data, in the initial learning stage.

2. Few view CT problem

This paper deals with two-dimensional tomographic imaging.
The goal of CT is to reconstruct a spatial distribution of certain
physical quantity f ðx; yÞ s at spatial position ðx; yÞ s of a cross
section of the object. A tomographic image of the cross section is
represented by arranging f ðx; yÞ s for whole of the section. We can
measure certain set of unknown f ðx; yÞ values indirectly by scan-
ning with transparent beams like X-rays. An output of ith beam
detector gi means a line integral of f ðx; yÞ along the ith beam path,
as shown in Fig. 1.

If the reconstruction region is divided into n pixels, the
calculation of gi is approximated by discrete expression as follows:

gi ¼
Z
Li
f ðx; yÞ dx dy�

Xn
j ¼ 1

aijf j ð1Þ

where fj is mean image intensity of jth pixel, aij is the traversing
length of the ith beam through the jth pixel. In the following
descriptions, we denote a tomographic image as a vector
f
!¼ ðf 1; f 2;…; f j;…; f nÞT for computational convenience.

In discrete form of the projection, reconstruction of an
unknown tomographic image vector f

!¼ ðf 1; f 2;…; f j;…; f nÞT from
the measured projection data vector g!meas ¼ ðg1; g2;…; gj;…; gmÞT
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is equivalent to solve a linear equation as

A f
!¼ g!meas ð2Þ

where matrix A is m� n dimensional and has aij of Eq. (1) as its
element, and is called the “projection matrix”. In general CT
application, Eq. (2) is solvable because the number of projection
data is more enough than the number of unknowns, i.e., the
number of pixels of the reconstruction image ðmZnÞ. But in case
of few view CT, the number of projection data is extremely less
than the number of unknowns ðm⪡nÞ, so Eq. (2) becomes ill-posed.

There are two different approaches to solve such few view CT
problems. The one is the model fitting methods like ART, SIRT [1],
and some kind of series expansions [4], the other is the regular-
ization methods [1]. The NNCM is one of model fitting approaches.

3. Neural network collocation method (NNCM)

Fig. 2 shows an overview of the NNCM.
The NNCM uses a Multi-Layered Perceptron (MLP) type neural

network [5]. The MLP consists of three layers: input, hidden, and
output layer. The input layer has two neuron units and receives a
spatial position ðxj; yjÞ of the reconstruction region. The output layer

has a neuron unit and outputs the intensity f MLPðxj; yjÞ of the

corresponding spatial position. NNCM reconstructs an image f
-MLP

by driving the MLP to compute intensities of the whole spatial
positions of the reconstruction region.

In the viewpoint of model fitting, The NNCM represents the
reconstructed image as a synthesized basis functions of spatial
positions. Each unit of the hidden layer represents the model basis
function of the reconstructed image. In the hidden layer, the kth
unit computes its internal state uhk as a sum of weighted spatial
position ðxj; yjÞ as
uh
k ¼wh

k;xxjþwh
k;yyjþwh

k;b ð3Þ

where wh
k;x is the connection weight from an input layer's unit for

position xj, wh
k;y denotes the similar way for yj, and wh

k;b does for the
bias unit. The output of kth unit of spatial position ðxj; yjÞ is
computed as ohk by transforming uhk with sigmoid function
σðuÞ ¼ 1=ð1þe�uÞ as
ohk ¼ σðuh

k Þ ¼ σðwh
k;xxjþwh

k;yyjþwh
k;bÞ: ð4Þ

The unit of the output layer computes its internal state as the
weighted sum of basis functions of the hidden layer's units and
transform the state into the output by sigmoid function. The MLP
output f MLPðw!; xj; yjÞ is determined by current input ðxj; yjÞ for the
jth pixel and weight vector w!.

In the NNCM, a MLP reconstructs an appropriate tomographic
image for a specific projected data. The reconstruction is achieved
by tuning the connection weights using the error back propagation
(BP) learning algorithm based on the projection data. The learning
result is effective only for one specific projected data. In this
meaning, the MLP of the NNCM has no generalized facility for
input data. If we want to reconstruct an image for another
projection data, then we should reset the MLP connections and
let the MLP learn from the beginning. The goal of CT reconstruc-
tion is to fit the projection data of the reconstructed image to the
measured one, i.e., to reconstruct a tomographic image by mini-

mizing residual of projection JA f
!MLP� g!meas J . On the other

hand, the error function used in the BP algorithm is computed
with the MLP output and the corresponding teacher data. In this
way, we have defined the error function of BP for NNCM as

E¼ Eimg ¼ 1
2

XN
j ¼ 1

f MLPðw!; xj; yjÞ� f TRUEðxj; yjÞ
n o2

ð5Þ

and the BP algorithm modifies the MLP's weights by gradient
descent to minimize E as

w!ðtþ1Þ ¼ w!ðtÞ þΔw!ðtÞ

Δw!ðtÞ ¼ �η
∂E

∂w!ðtÞ þβΔw!ðt�1Þ ð6Þ

where t is an index of the current learning iteration, η is the

learning step size, β is the momentum coefficient of the past
learning.
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Fig. 1. Projection measurement of gi along a beam path Li: (a) continuous form, (b) discrete form.
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Fig. 2. Usage of the NNCM.
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