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a b s t r a c t

Compressed sensing (CS) provides a general signal acquisition framework that enables the reconstruc-
tion of sparse signals from a small number of linear measurements. In this article we present a CS image
reconstruction algorithm using intra prediction method based on block-based CS image framework. The
current reconstruction block is firstly predicted by its surrounding reconstructed pixels, and then its
prediction residual will be reconstructed. Because the sparsity level of prediction residual is higher than
its original image block, the performance of our proposed CS image reconstruction algorithm is
significantly superior to the traditional CS reconstruction algorithm. Furthermore, total variation model
is also used to suppress the blocking artifacts caused by intra prediction and measurement noise.
Experimental results also show the competitive performance with respect to peak signal-to-noise ratio
and subjective visual quality.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Compressed sensing theory is an emerging framework that
permits, under some conditions, compressible signals can be sam-
pled at sub-Nyquist rates through non adaptive linear projection
onto a random basis while enabling exact reconstruction at high
probability [1,2]. Moreover, signals that can be well approximated
by sparse representation, such as discrete cosine transform (DCT),
wavelet transform or a trained dictionary, can be sensed at a much
lower rate than double their actual bandwidth, as required by the
Shannon-Nyquist sampling theory [3].

Compressed sensing (CS) theory mainly relies on two funda-
mental principles [4,5]: sparsity and incoherent. Let xAℝn be an
arbitrary compressible signal and let Ψ ¼ ½φ1;⋯;φn� an sparse
basis or dictionary in ℝn,

x¼ ∑
n

i ¼ 1
φiθi ¼ΨΘ ð1Þ

where Θ¼ ½θ1;⋯;θn�T is the vector of sparse coefficients that
represent signal x on the basis Ψ. A signal is to be said sparse
or compressible if most of the coefficients in Θ are zero or they
can be discarded without much loss of information. Let Φ¼
½ϕ1;⋯;ϕN�T be M�N measurement matrix, with M{N, such that
y¼Φx is M� 1 vector. This is an underdetermined function, that is
to say, given the observation y, there are a number of x which can
satisfy the equation y¼Φx. However, CS theory states that if the

measurement matrixΦ and sparse basis Ψ are incoherent and their
product satisfies the Restricted Isometry Property (RIP) of order-k for
all k-sparse vectors for a small isometry constant δk, that is,

1�δk
� �jjΘjj2r jjΦΨΘjj2r 1þδk

� �jjΘjj2 ð2Þ
The sparse coefficients Θ can be accurately reconstructed

through the following constrained optimization problem [4]

Θ̂¼ argmin
Θ

jjΘjjℓ1 s:t: y¼ΦΨΘ ð3Þ

Afterwards, the signal x can be reconstructed by

x̂¼ΨΘ̂ ð4Þ
In most practical application, the signal x is not absolutely

sparse or the measurements y may be corrupted by noise or
quantization process. Then, the CS reconstruction procedure
should be reformulated as

Θ̂¼ argmin
Θ

jjΘjjℓ1 s:t: y�jjΦΨΘjjℓ2 oε ð5Þ

Based on the convex optimization theory [6], the optimization
problem (5) can be solved by the following unconstrained Lagran-
gian formulation

Θ̂¼ argmin
Θ

λjjΘjjℓ1
þð1=2Þjjy�ΦΨΘjj2ℓ2

ð6Þ

where λ is a regularization parameter which tradeoffs the sparsity
level and the data fidelity. Typical methods for solving the
problem in form (6) include basis pursuit denoising (BPDN) and
gradient projection algorithms (GPSR) etc [7]. The final reconstruc-
tion signal is x̂¼ΨΘ̂.
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CS theory performs acquisition and compression simultaneously,
and shifts almost all computation burdens to the decoder, resulting
in a low-complexity encoder. It is very suitable for image or video
application [8], where the computational resource and power is
limited, such as low powerful wireless multimedia sensor network or
handheld multimedia acquisition terminal [9]. In this article, we will
investigate the CS reconstruction algorithm based on the observation
that the sparsity level of prediction residual is higher than the
original pixels, so the reconstruction performance with our proposed
algorithm is improved as compared with the traditional ones.

In addition, CS theory can also be used as classification and
recognition tools in computer vision, especially human face recog-
nition and palmprint recognition [10–17]. Its basic idea is to cast
recognition as a sparse representation problem through new
mathematical tools from compressed sensing and L1 minimization.

The rest of the article is organized as follows. Section 2 intro-
duces some classical CS reconstruction algorithms in image applica-
tion domain. In Section 3, our proposed compressed sensing image
reconstruction algorithm is described in detail, including the frame-
work of our proposed algorithm, intra prediction mode and deblock-
ing and denoising postprocessing. Section 4 presents the experi-
mental results and conclusions are given in Section 5.

2. Compressed sensing for images

In recent years, there has been significant interest in compressed
sensing theory for image application. The most well-known case is
the so-called “single-pixel camera”, which is a still image acquisi-
tion device developed by Rice University [17]. The most straightfor-
ward implementation of CS on 2D images is to recast the 2D array
image as a 1D vector by some predefined scanning orders. For an
N �N image, it will be formed a N2 � 1 vector. In this context, the
sparsity transform Ψ is a N2 � N2 matrix consisting of N2 basis,
the memory required to store this matrix grows very fast as the
number of pixels in the image increases. In order to reduce the
memory requirement, a block-based compressed sensing (BCS)
framework was proposed in [18,19] for 2D images. That is, an image
is divided into B� B non-overlapping blocks and every block is
sensing measured independently. In this case, the sparsity matrix
Ψ and sensing measurement matrix Φ for the whole image can
also be written in a block-diagonal form as follows

Ψ ¼

φB

φB

⋱
φB

2
66664

3
77775 ϕ¼

ϕB

ϕB

⋱
ϕB

2
66664

3
77775 ð7Þ

The sensing measurement procedure for image block xj is as
follows

yj ¼ϕB xj ð8Þ

where yj is the measurement vector of image block xj. In our
proposed algorithm, the BCS framework is also used in the
experiments due to its simplicity and high efficiency.

It is well known that the sparsity level of signal x decides the
quality of reconstruction signal. In general, more sparsity signal x
is, more high quality the reconstruction signal is. So as to improve
the sparsity level of image signal, it is proposed that, instead of
seeking sparsity in the image transform domain, the total variation
(TV) model is used in CS image reconstruction in [20] as follows

x̂¼ argmin
x

jjxjjTV þλjjy�Φxjj2 ð9Þ

However, the TV model possesses some undesirable properties,
such as the staircase effect.

In this article the sparsity level of reconstruction image will be
enhanced by our proposed intra prediction algorithm which will be
detailed in the next section. Based on the traditional image coding
theory, if the current image block can be efficiently predicted, the
prediction residual can be more compressed than the original image
block in some transform domains [21,22], such as DCT. In other
words, the sparsity level of prediction residual is higher than
original block.

Let xpredj
be the prediction of image block xj, the compressed

sensing measurement of its prediction residual is

yresij ¼ϕB xj� xpredj
� �

¼ϕBxresij ð10Þ

That is

yresij ¼ yj�ϕB xpredj ð11Þ

If the best prediction xpredj
can be found, the prediction residual

xresij can also be accurately reconstructed through yresij and the final
reconstruction result x̂j is calculated by x̂j ¼ xpredj þxresij . Because the
prediction residual xresij is much sparser than the original image xj,
the reconstruction accuracy of image block xj is also higher.

3. Proposed CS image reconstruction algorithm

3.1. Framework of our proposed CS image reconstruction algorithm

In our proposed method, the image is divided into non-
overlapping blocks for compressed sensing measurement as the
above BCS framework. Although every image block xj can be
reconstructed by the measurement vector yj independently based
on the general sparsity basis DCT or DWT, the quality of reconstruc-
tion image can be further improved by integrating our proposed
intra prediction in the reconstruction procedure, as shown in Fig. 1.

In traditional video coding standard, such as H.264/AVC [22],
intra prediction is an important coding tool to improve the
compression efficiency. Its basic idea is to use reconstructed pixels,
including the left and the above neighbor pixels, to predict the
current coding block, and finally the best prediction mode is
selected by rate distortion optimization (RDO) theory. However,
the original image block is not available in the CS reconstruction
procedure, so it is impossible to directly select the best prediction
mode in original pixel domain by RDO theory. In our proposed
method, the best intra prediction mode is selected in compressed
sensing domain. Let xkpredj be prediction block by the kth prediction
mode and x̂j is the reconstruction block by straightforward
reconstruction algorithm, the best mode kb is selected by the
following function

kb¼min
k

������xkpredj � x̂j
������2 ð12Þ

Algorithm 1. Compressed Sensing Image Reconstruction

Require: ϕB, Y
Output: X

odd block

even block

Fig. 1. Non-overlapping image blocks in checkerboard pattern.
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