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a b s t r a c t

In this paper, the impulsive consensus of multi-agent nonlinear systems with control gain error is further
studied. The paper indicates that the condition in Theorem 1 of the original paper (Ma et al., 2015) [1] is
not correct. To correct the mistake, the new version is given, which deletes one unnecessary coefficient in
the inequality condition in the paper Ma et al. (2015) [1]. Moreover, two modified results (Theorems
2 and 3) are given to increase the practicality. Due to the modification of consensus condition, the new
simulations are also given correspondingly to verify the effectiveness of the proposed methods.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, distributed cooperative control of multi-agent
systems has received considerable attention among scientists for
its wide application in various fields, such as spacecraft formation
flying, sensor networks, and cooperative surveillance [2]. Due to
its potential application, the consensus of multi-agent systems has
been widely investigated by many researches from various per-
spectives [2–15]. Generally speaking, the cooperative control of
multi-agent systems can be categorized into the leaderless con-
sensus or cooperative regulation problem, and the cooperative
tracking problem, where it is desired to synchronize to the
dynamics of a leader node. For leaderless consensus, distributed
controllers are designed for each node (agent) such that all nodes
eventually converge to an unprescribed common value, which may
be a constant or time-varying, and is generally a function of the
initial states of the agents and the communication network
topology [2–6]. For the cooperative tracking problem, a leader
node is considered and acts as a command generator that gen-
erates the desired reference trajectory [7–15].

Many control methods have been developed to realize the
consensus of multi-agent systems, such as observer-based control,

adaptive control, pinning control, etc. Among these methods,
impulsive control is an efficient method to deal with the dyna-
mical systems which cannot be controlled by continuous control
[16–26]. Moreover, one agent receives the information from its
neighbors only at the discrete time instants in consensus process,
which dramatically reduces the information transmitted between
the agents [27–33]. On the other hand, the disturbance often
happens when the impulsive controller is given [1,34]. Thus, the
consensus of multi-agent systems with impulsive control dis-
turbance (control gain error) is important and significant in real
application.

In the paper [1], a sufficient condition including one scalar
inequality was given to ensure the consensus of multi-agent
nonlinear system with impulsive control gain error. However, the
inequality condition (11) of the paper [1] is not correct, and the
coefficient 1þmφðtkÞ is unnecessary. In this paper, we will correct
the mistake and give the new version of the consensus condition.
Throughout the paper, some common notations and definitions
refer to [1] if there is no special explanation.

2. Problem statement

For the sake of readability, some necessary preliminaries and
descriptions are given as follows.
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Consider N followers with impulsive control input and control
gain error as

_xiðtÞ ¼ AxiðtÞþψ ðxiðtÞÞ; tatk; kAℕþ ¼ f1;2; :::g;
ΔxiðtkÞ ¼ xiðtþk Þ�xiðt�k Þ ¼ ðBkþΔBkÞeiðtkÞ

¼ ðbkþΔbkÞ
P
jANi

aijðxiðtkÞ�xjðtkÞÞþciðxiðtkÞ�x0ðtkÞÞ
 !

; t ¼ tk;

8>>>>><
>>>>>:

ð1Þ
where xiðtÞ ¼ xi1ðtÞ; xi2ðtÞ; :::; xinðtÞð ÞT ARn is the state of node i
(i¼ 1; 2; ⋯; N), ψ : Rn-Rn is a continuous nonlinear function,
AARn�n is a known constant matrix. The local neighborhood
synchronization error for node i denotes by eiðtÞ ¼

P
jANi

aijðxiðtÞ�
xjðtÞÞþciðxiðtÞ�x0ðtÞÞ. Bk ¼ bkIn is the impulsive control gain matrix.
The gain error ΔBk ¼ΔbkIn and nonlinear function ψ : Rn-Rn

satisfies Assumptions 1 and 2 respectively.

Assumption 1. The parametric uncertainty Δbk has the
following form,

Δbk ¼mφ tkð Þbk; ð2Þ
wherem40 is a known constant, φðtkÞAR and satisfies φðtkÞ

�� ��r1:

Remark 1. The uncertainty Δbk often relates to control gain bk. In
Assumption 1, φðtkÞ characterize the change process of Δbk, and m
characterize the magnitude of control gain error. Thus, Assumption 1
is reasonable in real systems.

Assumption 2. Continuous nonlinear function ψ : Rn-Rn satis-
fies the following condition,

ψ ðx1Þ�ψ ðx2Þ ¼Ψ ðx1; x2Þðx1�x2Þ; ð3Þ
where Ψ ðx1; x2ÞARn�n is the function of vector x1 and x2.

Remark 2. Many known nonlinear systems, such as typical
chaotic systems (Lorenz system, Chen system, Rössler systems, and
unified system), satisfy the condition (3) in Assumption 2.

Consider the dynamics of the leader as

_x0ðtÞ ¼ Ax0ðtÞþψ ðx0ðtÞÞ; ð4Þ
where x0ðtÞ ¼ x01ðtÞ; x02ðtÞ; :::; x0nðtÞð ÞT ARn is the state of the

leader. We refer to ciZ0 as the weight of edge from the leader
node to node i (iAf1; :::;Ng). ci40 if and only if there is an edge
from the leader node to node i, and C ¼ diagfcigARN�N .

Subtracting (4) from (1), we can get the impulsive error system
described as

_δiðtÞ ¼ AδiðtÞþΨ ðxiðtÞ; x0ðtÞÞδi;
ΔδiðtkÞ ¼ ðbkþΔbkÞeiðtkÞ:

(
ð5Þ

The compact form of (5) is

_δðtÞ ¼ ðIN � AÞδðtÞþΨ ðxðtÞ; x0ðtÞÞδðtÞ;
ΔδðtkÞ ¼ ðbkþΔbkÞððLþCÞ � InÞδðtkÞ;

(
ð6Þ

where

δðtÞ ¼ ðδT1ðtÞ;δT2ðtÞ;⋯; δTNðtÞÞT ; δiðtÞ ¼ xiðtÞ�x0ðtÞ;
Ψ ðxðtÞ; x0ðtÞÞ ¼ diagfΨ ðx1ðtÞ; x0ðtÞÞ;⋯;Ψ ðxNðtÞ; x0ðtÞÞg;
xðtÞ ¼ ½xT1ðtÞ; xT2ðtÞ; ⋯; xTNðtÞ�T ARnN ; x0ðtÞ ¼ 1N � x0ðtÞARnN :

The cooperative tracking problem is to make all follower nodes
synchronize to the state trajectory of leader node if for any initial
conditions, i.e., lim

t-1
δðtÞ ¼ 0:

For simplicity, in the rest of the paper, all variables will be
denoted without the time argument t, i.e., x : ¼ xðtÞ,xi : ¼ xiðtÞ,
δ : ¼ δðtÞ, δi : ¼ δiðtÞ.

3. Main results

In this section, some new results are derived to correct
Theorem 1 in [1].

Theorem 1. Assume that Assumptions 1 and 2 hold. If there exists
ξ41 such that

ðλAþλΨ Þðtk�tk�1Þþ lnðλkξÞo0; ð7Þ

where λA, λΨ and λk are the maximum eigenvalue of AþAT , Ψ ðx;
x0ÞþΨ

T ðx; x0Þ and ðbkð1þmφðtkÞÞðLþCÞþ INÞT ðbkð1þmφðtkÞÞðLþCÞ
þ INÞ respectively. Then the consensus of multiagent systems (1)
can be realized under distributed impulsive control.

Proof. Consider a Lyapunov function V ðtÞ as
VðtÞ ¼ δTδ: ð8Þ

For tA ðtk�1; tk�, kAℕþ ; the Dini’s derivative of VðtÞ along the
trajectory of (6) is given as

DþVðtÞ ¼ _δ
T
δþδT _δ

¼ δT ðIN � ðAþAT ÞþΨ ðx; x0ÞþΨ
T ðx; x0ÞÞδ

r ðλAþλΨ ÞδTδ
¼ ðλAþλΨ ÞVðtÞ: ð9Þ

Therefore, one can further get

VðtÞrVðtþk�1ÞexpððλAþλΨ Þðt�tk�1ÞÞ: ð10Þ
When t ¼ tk, one gets

Vðtþk Þ ¼ δT ðtþk Þδðtþk Þ
¼ ðððbkþΔbkÞððLþCÞ � InÞþ InNÞδðtkÞÞT ðððbkþΔbkÞððLþCÞ

� InÞþ InNÞδðtkÞÞ
¼ δT ðtkÞðððbkþΔbkÞðLþCÞþ INÞT ððbkþΔbkÞðLþCÞþ INÞ

� InÞδðtkÞrλkV ðtkÞ: ð11Þ
Note that the last inequality of (11) uses the fact of Kronecker

product, i.e., λmaxðΠ � InÞ ¼ λmaxðΠÞ, where Π is a square matrix.
Let k¼ 1 in the inequality (10), i.e., for tA ðt0; t1�, one gets

VðtÞrVðtþ0 ÞexpððλAþλΨ Þðt�t0ÞÞ;
which leads to

Vðt1ÞrVðtþ0 ÞexpððλAþλΨ Þðt1�t0ÞÞ;
and from (11), it further yields

Vðtþ1 Þrλ1Vðt1Þrλ1Vðtþ0 ÞexpððλAþλΨ Þðt1�t0ÞÞ;
Similarly, for tA ðt1; t2�,

VðtÞrVðtþ1 ÞexpððλAþλΨ Þðt�t1ÞÞ
rλ1Vðtþ0 ÞexpððλAþλΨ Þðt1�t0ÞÞexpððλAþλΨ Þðt�t1ÞÞ;
rλ1Vðtþ0 ÞexpððλAþλΨ Þðt�t0ÞÞ

In general, for any tAðtk; tkþ1�, it follows from (7) that

VðtÞrVðtþk ÞexpððλAþλΨ Þðt�tkÞÞ
rλ1λ2⋯λkVðtþ0 ÞexpððλAþλΨ Þðt�t0ÞÞ

¼ Vðtþ0 Þλ1expððλAþλΨ Þðt1�t0ÞÞλ2expððλAþλΨ Þðt2�t1ÞÞ⋯
�λkexpððλAþλΨ Þðtk�tk�1ÞÞexpððλAþλΨ Þðt�tkÞÞ

r 1

ξk
Vðtþ0 ÞexpððλAþλΨ Þðt�tkÞÞ

Since ðλAþλΨ Þ and ðt�tkÞ are finite constants, and 1
ξk
-0 as

k-1(i.e., t-1). It is easy to conclude that the global neighbor-
hood error δ is globally exponentially converges to zero, namely,
all nodes xi globally exponentially synchronize to leader node x0.
This completes the proof. □
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