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#### Abstract

This work is motivated by disruptions that occur when jobs are processed by humans, rather than by machines. For example, humans may become tired, bored, or distracted. This paper presents two scheduling models with multitasking features. These models aim to mitigate the loss of productivity in such situations. The first model applies "alternate period processing" and aims either to allow workers to take breaks or to increase workers' job variety. The second model applies "shared processing" and aims to allow workers to share a fixed portion of their processing capacities between their primary tasks and routine activities. For each model, we consider four of the most widely studied and practical classical scheduling objectives. Our purpose is to study the complexity of the resulting scheduling problems. For some problems, we describe a fast optimal algorithm, whereas for other problems an intractability result suggests the probable nonexistence of such an algorithm.
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## 1. Introduction

When jobs are processed by humans rather than machines, different issues arise. For example, humans may become tired, bored, or distracted. These issues disrupt work and often result in a significant loss of productivity. Hence, companies look for system designs that can alleviate this loss. In this paper, we study a simple scheduling system that faces such disruptions, and we propose and analyze two system designs for two different types of disruptions.

The first type of disruption involves workers becoming tired by long work hours or bored by the repetitive nature of their work. As a response, we divide the time horizon into alternating work periods of lengths $\tau_{o}$ and $\tau_{e}$. We refer to the work periods of length $\tau_{o}$ as odd periods and to the work periods of length $\tau_{e}$ as even periods. We require each task to be processed either completely within the odd periods or completely within the even periods. For example, a task that is partly processed in period 1 cannot be further processed in period 2 or any other even periods; however, it can be processed further in period 3 or any other odd periods. An application of this design is to operate a service center in two shifts, e.g., a day shift and a night shift, where one worker (or one team of workers) serves the first shift, and another worker (or team) serves the second shift. Each task can only be served by one worker (or team), and therefore must stay within either shift. This system design offers advantages where confidentiality or personal service considerations are important. Example applications include tax

[^0]preparation, financial audit, legal, medical, counseling, and other professional services. Further, operating the service center in two shifts enables the company to increase the utilization of office space and to provide longer service hours without disrupting the operation or overloading the workers. In this application, the service center is viewed as a processor, and the workers' (or teams') availability imposes a constraint on the job schedule. Another application allows a worker to divide his/her workday into two periods and work on two different sets of tasks at two different locations (e.g., a work office and a home office) during the two periods, thus providing greater personal convenience and job variety. In this application, the worker is viewed as a processor, and the office location imposes a constraint on the job schedule.

The second type of disruption involves workers becoming distracted, for example, by the need to undertake routine tasks such as system maintenance or intraoffice communications. In response, we propose a system design that allows a worker (or team) to continue work on its main, or primary tasks. However, it allocates a fixed percentage, say $100 \times(1-e) \%$, of its processing capacity to process routine scheduled activities as they occur. This allows the routine scheduled activities, for example, administrative meetings, maintenance work, or meal breaks, to be completed promptly without stopping the primary tasks. An application of this design designates a two-hour lunch period per day, letting one half of the working team have a one hour lunch break during each hour. In this example, the working team is viewed as a processor, and $e=0.5$. One advantage of this arrangement is to keep the office open continuously so that no incoming request is missed. Another application allows rotating Saturday shifts, where the company only maintains a fraction, for example $33 \%$, of the workforce every Saturday.

Both of these designs make use of the concept of multitasking, even though they are developed for two very different motivations. The first design allows the processor to put an unfinished task on hold and switch to another task, while the second design allows the processor to process two tasks simultaneously with shared capacity. These designs are developed for application to a wide variety of situations. We anticipate that they could be used as simple workplace rules which workers would be expected to follow. They are not intended to be robust against all possible instances.

The concept of multitasking is a familiar one in computer systems. It can be defined as follows, "In computing, multitasking is a method where multiple tasks, also known as processes, share common processing resources such as a CPU" [1]. An operational definition of multitasking is that more than one task can be partially executed at the same time. Sachdeva and Panwar [19] review various scheduling algorithms that are needed for multitasking. Multitasking algorithms for generic applications are discussed by [7]. Models and algorithms for efficient computer multitasking in specific applications have been studied by various researchers. These include Noguera and Badia [17] and Steiger et al. [21] for reconfigurable architectures, and Wang et al. [24] for energy-aware dynamic slack allocation.

Scheduling systems with human multitasking are studied by Hall et al. [8]. They identify several principal motivations for multitasking, and provide supporting references from the literature of behavioral psychology, operations management, cognitive engineering, and project management. Those motivations include:
(i) a need to feel or appear productive;
(ii) a need to demonstrate progress on different tasks or treat task owners equitably;
(iii) anxiety about the processing requirements of waiting tasks;
(iv) a need for variety in work; and
(v) interruption by routine scheduled activities.

Since classical scheduling algorithms typically fail to achieve optimal efficiency in the presence of multitasking, the authors develop new solution procedures for those problems. They also study the extent by which multitasking increases scheduling cost or value. However, the models developed in that work do not distinguish between different motivations for multitasking. Hence, when a primary task is being processed, it is interrupted by all the unfinished tasks. By contrast, our first system design can be viewed as a possible solution to motivation (iv), while our second system design can be viewed as a possible solution to motivation (v).

Our first design is similar to the classical two-parallel-machine scheduling problem, however the first machine is unavailable during periods $\left[\tau_{0}, \tau_{o}+\tau_{e}\right]$, $\left[2 \tau_{o}+\tau_{e}, 2\left(\tau_{o}+\tau_{e}\right)\right],\left[2\left(\tau_{o}+\tau_{e}\right)+\tau_{o}, 3\left(\tau_{o}+\tau_{e}\right)\right], \ldots$, and the second machine is unavailable during periods $\left[0, \tau_{0}\right]$, $\left[\tau_{o}+\tau_{e}, 2 \tau_{o}+\tau_{e}\right],\left[2\left(\tau_{o}+\tau_{e}\right), 2\left(\tau_{o}+\tau_{e}\right)+\tau_{o}\right], \ldots$ Our second design is related to scheduling a single machine with machine unavailability. For example, if $e=0$, the worker (or team) becomes unavailable whenever he/she encounters a scheduled routine activity. Hence, both designs are scheduling models with some machine unavailability. Ma et al. [15] provide a survey of 85 papers on scheduling with deterministic machine unavailability periods. Kaabi and Harrath [13] provide a survey of parallel machine scheduling with machine availability constraints. More recent works within this research stream include [2,9,11,14,23], which consider various single and parallel machine models with machine unavailability periods.

The scheduling environment that we consider, under both system designs, is as follows. Consistent with the classical scheduling terminology, we refer to the work center as a "machine" and the tasks as "jobs". We let $N=\{1, \ldots, n\}$ denote a given set of jobs with integer data. Job $j$ has a processing requirement $p_{j}>0$, and we let $P=\sum_{j=1}^{n} p_{j}$. If job $j$ has to share processing capacity with other jobs, the time during which it is being processed may exceed $p_{j}$. In some of the problems we consider, job $j$ also has a due date $d_{j} \geq 0$ and/or a weight $w_{j}>0$, for $j=1, \ldots, n$. A single machine is available for processing the jobs.

In any feasible schedule $\sigma$, we let $C_{j}(\sigma)$ denote the completion time of job $j$. We define the lateness of job $j$ as $L_{j}(\sigma)=$ $C_{j}(\sigma)-d_{j}$, and we let $L_{\max }=\max _{1 \leq j \leq n}\left\{L_{j}\right\}$, and $U_{j}(\sigma)=1$ if $C_{j}(\sigma)>d_{j}$ and $U_{j}(\sigma)=0$ otherwise. Whenever the schedule being considered is clear from context, we omit the argument $\sigma$.
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