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This paper presents a new solution representation for genetic algorithm to optimize the 
neural network model. During the optimization process, the weights, biases and structure 
of the neural network are considered for altering. The quality of the model is examined 
by a cost function that deliberates over both minimization of error and complexity of 
the neural network model. The performance of the proposed method is investigated by 
applying it on two time series prediction problems. The results show promising results 
when we compare it with other methods in the literature.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Over the past years, the demand of Artificial Neural 
Network (ANN) training in many areas has been grow-
ing [1,4,5,14]. The main reason is the nonlinearity of the 
artificial neural network. Selection of the proper weights, 
number of layers and nodes in each layer is the most chal-
lenging issue in ANN models. The number of layers and 
nodes affect the complexity of ANN model and therefore 
increasing the difficulty for the training process. In this 
case an economical ANN is required, because a very small 
network may not be able to characterize the real state due 
to its limited potential, while for a huge network besides 
making its process complex, it may provide noise in the 
training data and therefore fail to present its superior ca-
pability [7].

Sexton et al. [12] applied tabu search for ANN train-
ing. Later on, Sexton et al. [13] used simulated anneal-
ing and genetic algorithm (GA) for the same problem. Hill 
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climbing algorithm was used for training the neural net-
work in [2]. A hybrid Taguchi-genetic algorithm was em-
ployed in [6]. The most common learning algorithm is the 
back-propagation; however, it leads to noisy fitness evalu-
ation which is the main disadvantage of this technique [1]. 
In recent years researchers were interested to produce 
ideas of merging ANN with other search algorithms for 
superior performance neural networks [6,8–10]. Ludermir 
et al. [7] applied hybridization of simulated annealing and 
tabu search to optimize the weights and connection of the 
neural network. Subsequently, they extended their studies 
by applying the hybridization of the simulated annealing, 
tabu search and genetic algorithm [15].

In this paper, a genetic algorithm based dynamic neu-
ral network (GADNN) is proposed to preside over both the 
performance and the complexity of the neural network for 
training process. This method provides the opportunity of 
checking different weights, biases, number of hidden lay-
ers, number of nodes and selected inputs during the search 
process. Therefore, it has the chance to find an effective 
model with less prediction error and less complexity.
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Fig. 1. Schematic of the GADNN procedure.

2. GADNN

2.1. Solution representation and construction

In this work, each solution is represented by two one-
dimensional vectors. The first vector is for structure of the 
solution and the second vector is for weights and biases 
in the neural network. Each cell in the structure solution 
contains 0 or 1, whilst each cell in the weights and bi-
ases solutions, W&B, contains real number between range 
of [−1, +1]. In the structure solution, three cells are con-
sidered for the number of hidden layers and another three 
cells are used for the number of nodes in each hidden 
layer. Three numbers in structure solution are binary rep-
resentation of number of the hidden layers and number of 
nodes in each hidden layer. The inputs for the neural net-
work is chosen based on those employed in the literature, 
in order to have a fair comparison with other approaches 
in the literature [3,8,9].

For the weights and biases solution, W&B, the length 
of the vector is based on the number of weights plus the 
number of biases in the network. The number of weights 
and biases is calculated based on the number of hidden 
layers and the number of nodes in each hidden layer in-
volved in the structure solution.

2.2. Fitness function

The fitness function is employed to evaluate the quality 
of the solution in successive iterations. With the use of the 
fitness function, a solution will be selected that optimizes 
an objective function. In this work, the fitness function, 
f (s) of solution, is calculated by the average of the error, 
ε and the percentage of the number of weights (connec-
tions) in the network which is adapted from [15] and is 
given by equation (1). In the prediction problem, the er-
ror ε, is based on the mean squared error (MSE) or root 
mean squared error (RMSE) percentage expressed by equa-
tion (2),

f (s) = 1
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where N is the total number of instances, and yi and ŷi
are the actual value and the model output respectively.

2.3. GADNN mechanism

The initial solution in the initial population is produced 
by random generation of structure solution, and then the 
W&B solution is randomly generated based on the struc-
ture of each individual. Population size is set to 100 as well 
as the number of generations which is set to 100. A single-
point crossover is applied in this work. The crossover rate 
is 0.6 and the mutation rate is 0.4. In GADNN an additional 
probability is employed in order to balance the application 
of the crossover and mutation on the structure solution or 
W&B solution which is set to 0.5. The schematic procedure 
of GADNN and the pseudocode is shown in Fig. 1 and Fig. 2
respectively.

The crossover and mutation are applied with the prob-
abilities of 50% on the structure of the parents, and there 
are 50% chances that the crossover and mutation would 
be applied on W&B during the iterations. If the crossover 
and mutation are to be applied on the structure of parents, 
then the weights and biases cells in the W&B will be ran-
domly added or deleted to fit the structure of the solution. 
However, if the crossover and mutation are to be applied 
on W&B, then the structure of the child will be inher-
ited from its parents. This mechanism allows the GADNN 
to have an extensive variety of solutions with the differ-
ent structures and values of weights. The iterations will be 
stopped when the number of iterations exceeds the num-
ber of generations.
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