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Missing chaos in global climate change data interpreting?
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1. Introduction

In the past several decades, scientific effort has been focused on
studying and understanding global climate changes. The effect of
climatic changes has become more and more visible and in many
regions of the world these changes are represented by increasing
of weather extremes (see Chan et al., 2013a; Coumou and
Rahmstorf, 2012; Klein Tank and Können, 2003). In September
2013, the IPCC’s fifth assessment stated more conservatively:
‘‘Time series of cyclone indices, such as power dissipation,
aggregate compound of tropical cyclone frequency, duration,
and intensity measuring the total wind energy of tropical cyclones
have, since the late 1970s, been showing increasing trends in the
North Atlantic and trends increasing with less intensity in the
Western North Pacific. We probably have a large enough data
collection but the interpretation of longer-term trends is once
again constrained by data quality concerns (for additional
information, especially in the context of the typhoon ‘‘Haiyan’’,
see, e.g. Vidal and Carrington, 2003).

It is not sufficient to only have ‘‘big data’’ for a correct
interpretation of ecological and climatic processes. We need to
know how different processes behave and how they respond to
input from the outside. The knowledge of process behavior is
crucial and important for a correct interpretation since the large
data sets will not necessarily increase statistical learning, accuracy
and understanding.

The studied biosphere has usually been divided into smaller
sectors (ecosystems) due to thematic and methodology purposes.
The behavior and variability of such smaller sectors of the
biosphere might be different in comparison to the complete
biosphere as a heterogeneous and complex system. For these
reasons, difficulty in ecological data interpretation exists on
different and larger scales.

If we have ecosystems, such as systems with repeated
subsystem patterns, the ecosystem will function like a carpet
with repeated patterns. The pattern of such a carpet will not
disappear by cutting the carpet into smaller pieces (e.g. Sierpinski
carpet (Sierpinski, 1916)). What does this mean in an ecological
point of view? How is this possible in an ecosystem? The reason is
that the parts of the ecosystem pattern and structures are
generated by a stochastic system, whereas the other parts are
generated by a deterministic and chaotic system. As a determin-
istic system (see Laplace, 1820) we understand a system that is
completely predictable, i.e. knowing the state of the system in time
t will allow us to accurately predict the state of the system in time
t1 (t1 > t.)

Ecological Complexity 25 (2016) 53–59

A R T I C L E I N F O

Article history:

Received 29 July 2015

Received in revised form 16 November 2015

Accepted 22 December 2015

Available online 1 February 2016

Keywords:

Stochasticity

Determinism

Entropy

Chaos

Wetland ecosystem

Kullback–Leibler (KL) divergence

A B S T R A C T

The main problem of ecological data modeling is their interpretation and its correct understanding. This

problem cannot be solved solely by a big data collection. To sufficiently understand ecosystems we need

to know how these processes behave and how they respond to internal and external factors. Similarly,

we need to know the behavior of processes that are involved in the climate system and the biosphere of

the earth. In order to characterize precisely the behavior of individual elements and ecosystems we need

to use deterministic, stochastic and chaotic behavior. Unfortunately, the chaotic part of systems is

typically completely ignored in almost all approaches. Ignoring of chaotical part leads to many biased

outcomes. To overcome this gap we model chaotic system behavior by random iterated function system

which provides a generic guideline for such data management. This also allows to replicate a complexity

and chaos of ecosystem.
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As a stochastic phenomenon we understand a system in which
probabilities are assigned to its events. As a chaotic system we
understand a system that has a free choice of future behavior, i.e.
the system may choose from several prospective next states and
the process of choice is neither deterministic nor stochastic. Chaos
can naturally be defined in dynamical systems, and it relates to a
level of freedom of the system in order to choose several ways of
evolution.

By ‘‘Evolution ways’’ we understand a set of the ways, which
would lead to a stable state defined as the attractor. We assume
that coexisting attractors are not in competition among them-
selves. The way which is selected does not have to be a right way,
because all ways are equal. Ecological systems can reach stable
equilibrium, but this equilibrium is not a finite state in different
time scales. Finding of a right way (attractor changing) caused by a
high complexity of ecological systems with many of interactions
occurred in different times and structure scales.

Chaos is well visible in various branches of ecology, since the
role of chaotic dynamics in natural processes (including population
dynamics; see Turchin, 2003). The latter had been the subject of
hot debates, and we hope the approach, which we developed, can
positively contribute to this dispute.

The human activities as well as the animal species are
important for the biosphere within different ecosystems interact-
ing among each other in many diverse ways and levels of
hierarchies (see Addiscott, 2010). Principally we cannot separate
humans from this system. Our abstraction is only limited in this
way despite the big effort of trying to understand the holistic truth
more or less objectively and possibly correctly.

2. Chaos versus stochastics in methane emissions from a
wetland ecosystem

Methane is the third-largest contributor to the greenhouse
effect after water vapor and carbon dioxide (see Hoehler and
Alperin, 2014). Methane is naturally released by wetland
ecosystems (Bridgham et al., 2013) and rice paddies (see Chen
et al., 2013b). It is a product of anaerobic decomposition processes
of the organic matter cycles, mainly in water- saturated soils (see
Le Mer and Roger, 2001). Methane production can be described as a
dissipative process of entropy when a highly organized organic
structure is decomposed to basic simple compounds. The methane
releasing process from the soil and plant stands is highly
determined by its production. Methane production depends on
the occurrence and activity of self-organized methanogenic
bacteria, the amount of decomposable organic matter and suitable
anaerobic conditions. Methane release from deeper anaerobic soil
layers is influenced by many processes, including methane
oxidation by methanotrophic bacteria (Shukla et al., 2013) as well
as the way it escapes from the soil environment and starts its
interaction with the atmosphere.

Yet, there is a lot of randomness in the process of methane flux
from a bacterial point of view as the methane is produced via a
biological processing into an external bacteria space. The emission
of methane or other greenhouse gases from bare soils and plant
stands is a result of several partial processes continuously taking
place within the soils (see Richardson and Vepraskas, 2000). Soil
processes are usually strictly determined by physical and
environmental parameters (Laanbroek, 2010) and their behavior
has been classified in an appropriate scale, either as deterministic
or stochastic (Addiscott, 2010).

Methane emissions are typically modeled via trend process
fitting, which makes the ratio of stochasticity and chaos present in
the system questionable. In Jordanova et al. (2013a,b) we have
modeled methane emissions from a nature sedge-grass marsh in
the temperate zone of Europe (The Czech Republic). The trend

component was estimated and the noise components decomposed
in standard and non- standard emissions. Here, we interpreted it as
a stochasticity (standard emission) and chaos. In Stehlı́k et al.
(2014) we have again justified that an anomalous emission (chaos)
is significantly present. Thus, we can conclude that the process of
methane release from the soil is both chaotic and stochastic with
deterministic modeled trend. Liao et al. (2012) consider the release
of chemical exergy associated with emissions to be a source of
degradation and chaos creation. Here emission flows possess
exergy (energy necessary for reach of equilibrium) and hence have
the potential to cause instability to the ecosystem.

The relation between a stochastic and chaotic model is
(Jordanova et al., 2013a):

(1) The parameters typically associated with chaos are dimension,
rate of information generated (entropy), and the Lyapunov
spectrum.

(2) Entropies, as a measure of self-organization in our case,
correspond to the so-called heavy tail parameters.

What is source of the detected chaos? We assumed that the
main sources of the chaos are various interactions among
ecosystem components. The processes of methane release from
the ecosystem to the atmosphere occur simultaneously by
different ways. Normal emissions relate to stochasticity, non-
specific ways of methane release relate to a chaotic behavior of the
system.

We used in Sabolová et al. (2015) the Kullback Leibler
information divergence, also called cross-entropy, for chaos
assessment of the methane emission. Such entropy already
includes the amount of chaos (Kullback and Leibler, 1951). It also
reflects the amount of dissimilarity from one distribution to
another, which is useful for possible hypothesis testing. We found a
convenient analytical approach to empirically assess how much of
the chaos detected is measurable via tail entropy through non-
specific ways of releasing methane. We constructed a graphical
tool to check for fit of the models and justified the presence of
chaos in the system. Chaos can be also reconstructed by iterated
function systems with probabilities generating tail behavior using
the Pareto distribution, which is developed in Section 3. The
emissions of methane can partially be explained by a deterministic
model, having explanatory variables, such as the water level, soil
properties, degree of anaerobic conditions. However this explana-
tion cannot be complete due to the detected chaotic part. The
complexities of methane emissions from wetlands and numerous
dependencies and interactions support the opinion that it is a
complicated and chaotic system.

3. Reconstructing chaos from Pareto: iterated function system

The iterated function systems (IFSs) were developed by
Hutchinson (1981) as a method of constructing fractals through
the use of a set of specific transformations (functions) of an image
upon itself. Practically, it is made up of the recursive application of
a set of simple (affine) mappings to a set of initial points. A
contraction is a transformation that reduces the distance between
every pair of points. There are two important types of contractions:
a similarity, which reduces all distances by the same number
0 � s < 1, e.g. f(x, y) = (s x, s y) and an affinity, which reduces
distances by different proportions in different directions, e.g. f(x,
y) = (s1 x, s2 y).

Generally, iterated function systems or IFSs are methods for
constructing fractals; the resulting constructions are always self-
similar. IFS fractals can be of any number of dimensions, but are
commonly computed and drawn in 2D. The fractal is made up of
the union of several copies of itself, each copy being transformed
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