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We investigate verification problems for gap-order constraint systems (GCS), an (infinitely-
branching) abstract model of counter machines, in which constraints (over Z) between the
variables of the source state and the target state of a transition are gap-order constraints
(GC) [32]. GCS extend monotonicity constraint systems [7], integral relation automata [16],
and constraint automata in [19]. First, we address termination and fairness analysis of GCS.
Since GCS are infinitely-branching, termination does not imply strong termination, i.e. the
existence of an upper bound on the lengths of the runs from a given state. We show
that the termination problem, the strong termination problem, and the fairness problem
for GCS (the latter consisting in checking the existence of infinite runs in GCS satisfying
acceptance conditions a la Biichi) are decidable and PspAcCE-complete. Moreover, for each
control location of the given GCS, one can build a GC representation of the set of counter
variable valuations from which termination (resp., strong termination, resp., fairness) does
not hold (resp., does not hold, resp., does hold).
Next, we consider a constrained branching-time logic, GCCTL*, obtained by enriching
CTL* with GC, thus enabling expressive properties and subsuming the setting of [16]. We
establish that, while model-checking GCS against the universal fragment of GCCTL* is
undecidable, model-checking against the existential fragment, and satisfiability of both the
universal and existential fragments are instead decidable and PspAce-complete (note that
the two fragments are not dual since GC are not closed under negation). Moreover, our
results imply PspacE-completeness of known verification problems that were shown to be
decidable in [16] with no elementary upper bounds.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Abstractions of counter systems. One standard approach in formal analysis is the abstraction-based one: the analysis is per-
formed on an abstraction of the given system, specified in some weak computational formalism for which checking the
properties of interest is decidable. The relation between the abstraction and the concrete system is usually specified as a
semantic over-approximation. This ensures that the approach is conservative, by giving a decision procedure that (for cor-
rect systems) is sound but in general incomplete. Such a methodology has been applied in particular to the verification of
counter systems which represent a widely investigated complete computational model, used for instance to model broadcast
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protocols [23] and programs with pointer variables [11]. Counter systems extend finite-state systems by allowing a finite
set of counter variables, with each counter taking values from the infinite domain of integers. Moreover, constraints on the
transitions specify the relation between the variables of the target state and the variables of the source state. Though simple
problems like reachability are already undecidable for 2-counter Minsky machines [28], interesting abstractions of counter
systems have been studied, for which expressive classes of verification problems have been shown to be decidable. Many
of these abstractions are in fact restrictions: examples include Petri nets [29], reversal-bounded counter machines [25], and
flat counter systems [10,17]. Genuine abstractions are obtained by approximating counting operations by non-functional
fragments of Presburger constraints between the variables of the target state and the variables of the source state. Examples
include the class of Monotonicity Constraint Systems (MCS) [7] and its variants, like constraint automata in [19], and inte-
gral relation automata (IRA) [16], for which the (monotonicity) constraints (MC) are boolean combinations of inequalities of
the form u < v or u < v, where u and v range over variables or integer constants. MCS and their subclasses (namely, size-
change systems) have found important applications for automated termination proofs of functional programs (see e.g. [7,8]).
Richer classes of non-functional fragments of Presburger constraints have been investigated, e.g. difference bound constraints
[18], and their extension, namely octagon relations [13], where it is shown that the transitive closure of a single constraint
is Presburger definable (these results are useful for the verification of safety properties for flat counter systems). Note that
difference bound constraints over (real-valued or integer-valued) variables (clocks) are also used as guards of transitions in
timed automata [4]. Size-change systems extended with difference bound constraints over the natural number domain have
been investigated in [6]: there, the atomic difference constraints are of the form x — y’ > ¢, where c is an integer constant,
and y’ (resp., x) range over the variables of the target (resp., source) state. Termination for this class of systems is shown
to be undecidable. To regain decidability, the authors consider a restriction, where at most one bound per target variable in
each transition is allowed.

Temporal logics with Presburger constraints. An important classification of temporal logics is based on the underlying nature
of time. In the linear-time setting, formulas are interpreted over linear sequences (corresponding to single computations
of the system), and temporal operators are provided for describing the ordering of events along a single computation
path. In the branching-time setting, formulas are instead interpreted over computation trees, which describe all the possible
computations of the system from a designated initial state. Branching-time temporal logics are in general more expressive
than linear-time temporal logics since they provide both temporal operators for describing properties of a path in the
computation tree, and path quantifiers for describing the branching structure in computation trees.

In order to specify behavioral properties of counter systems, standard propositional linear-time temporal logics (like
LTL [30]) and propositional branching-time temporal logics (like CTL* [22]) can be extended by replacing atomic propo-
sitions with Presburger constraints, which usually refer to the values of the (counter) variables at two consecutive states
along a computation path (run). These enriched temporal logics allow to specify properties of counter systems that go
beyond simple reachability. Hence, basic decision problems are generally undecidable. However, decidability has been es-
tablished for various interesting fragments. We focus on fragments where the constraint language includes MC. For the
linear-time setting, many decidable fragments of full Presburger LTL have been obtained either by restricting the underly-
ing constraint language, see e.g. [19,21], or by restricting the logical language, see e.g. [12,17]. In particular, satisfiability
and model checking (w.r.t. constraint automata) of standard LTL extended with MC are decidable and PspAace-complete [19]
(which matches the complexity of LTL). For the branching-time setting, to the best of our knowledge, very few decidability
results are known. The extension of standard CTL* with MC, here denoted by MCCTL*, has been introduced in [16], where
it is shown that model checking IRA against its existential and universal fragments is decidable (by contrast, model checking
for the full logic MCCTL* is undecidable, even for its CTL-like fragment'). As done in [21], adding periodicity constraints
and the ability for a fixed k > 1, to compare the variable values at states of a run at distance at most k, decidability of the
above problems is preserved [14]. However, no elementary upper bounds for these problems are known [16,14]. Moreover,
it is shown in [20] that model checking a subclass of finitely-branching flat counter machines w.r.t. full Presburger CTL* is
decidable. In this subclass of systems, counting acceleration over every cycle in the control graph is Presburger definable.
Thus, since the relation between the variables at the current and next state is functional and the control graph is flat (i.e., it
contains only simple cycles), Presburger definability can be extended in a natural way to the set of states satisfying a given
formula.

Our contribution. We investigate verification problems for an (infinitely-branching) abstract model of counter machines, we
call gap-order constraint systems (GCS), in which constraints (over Z) between the variables of the source state and the target
state of a transition are (transitional) gap-order constraints (GC) [32]. These constraints are positive boolean combinations
of inequalities of the form u — v > k, where u, v range over variables and integer constants, and k is a natural number.
Thus, GC can express simple relations on variables such as lower and upper bounds on the values of individual variables,
and equality, and gaps (minimal differences) between values of pairs of variables. GC have been introduced in the field of
constraint query languages (constraint Datalog) for deductive databases [32], and also have found applications in the analysis
of safety properties for parameterized systems [1,2], and for determining state invariants in counter systems [24]. As pointed

1" Quantification over variables can be simulated by the path quantifiers of the logic.
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