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a b s t r a c t 

We face the problem of obtaining the optimal polygonal approximation of a digital pla- 

nar curve. Given an ordered set of points on the Euclidean plane, an efficient method to 

obtain a polygonal approximation with the minimum number of segments, such that, the 

distortion error does not excess a threshold, is proposed. We present a novel algorithm to 

determine the optimal solution for the min-# polygonal approximation problem using the 

sum of square deviations criterion on closed curves. 

Our proposal, which is based on Mixed Integer Programming, has been tested using a set of 

contours of real images, obtaining significant differences in the computation time needed 

in comparison to the state-of-the-art methods. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

Since Attneave [1] pointed out that the information is 

concentrated at dominant points, their detection has be- 

come an important research area in computer vision. Dom- 

inant points are those that can describe the curve for vi- 

sual perception and recognition. In the literature two ma- 

jor categories can be found: corner detection methods [2–

4] and polygonal approximation methods [5–7] . 

In computer vision polygonal approximation of digital 

planar curves is an important task for a variety of appli- 

cations like simplification on vectorization algorithms [8] , 

image analysis [9] , shape analysis [10] , object recognition 

[11] , Geographical Information Systems [12] , and digital 

cartography [13] . 

The main idea behind polygonal approximations of dig- 

ital planar curves is to provide a compact representation 
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of the original shape with reduced memory requirements, 

preserving the important shape information. 

The optimization problem of polygonal approximations 

has been formulated into two separated ways, depending 

on the objective function that we want to minimize: 

• min-#: Minimize the number of line segments M that 

forms a polygonal approximation, such that, the distor- 

tion error does not excess a threshold ε. Moreover the 

optimal solution should have the lowest distortion as- 

sociated among all the solutions with the same number 

of line segments. 
• min- ε: Given a number of line segments M , mini- 

mize the distortion error associated to the polygonal 

approximation. 

In the literature, several alternatives to solve the min-# 

and min- ε problem can be found, using heuristic, meta- 

heuristic and optimal approaches. The selection of the dis- 

tortion measure used in the algorithm is task dependent: 

the use of the L ∞ 

-norm is used to assure that the max- 

imum deviation does not exceed the threshold provided 

by the user, whereas, the use of the L 2 -norm provides a 
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polygonal approximation whose distortion (Integral Square 

Error) is lower than the provided threshold. 

For instance, to solve the min- ε problem using the L 2 - 

norm several metaheuristics have been applied: genetic al- 

gorithms [14] , ant colony search algorithms [15] , integer 

particle swarm optimization algorithms [7] , etc. 

The main problem of using the metaheuristic ap- 

proaches is the computational cost. There are several pro- 

posals in the literature that use some heuristic with a low 

computational cost: split based methods [16] , merge based 

methods [17,18] , merge-split based methods [5] , etc. 

This problem is solved optimally by using dynamic pro- 

gramming approach [19] and graph approach [6] . These al- 

gorithms obtain optimal solutions, however a high compu- 

tational burden is required to obtain them. A more recent 

and faster method based on Mixed Integer Programming 

was proposed in [20] . 

In practice, the reduction of the description of a shape 

with a maximum tolerance error, that is, the min-# prob- 

lem, is a more common task. Therefore, a great variety 

of algorithms have been proposed to solve this problem. 

For example, the min-# problem using the L 2 -norm has 

been solved by using metaheuristic solutions: genetic al- 

gorithms [21] , ant colony optimization [15] , particle swarm 

optimization [22,23] , tabu search [24] , etc. More rapid al- 

gorithms are based on other heuristics like a split approach 

[13] , merge approach [25] , graph approach [26] etc. 

The min-# can also be solved optimally by using a 

modified version of the dynamic programming approach 

proposed by Perez and Vidal [19] and a graph approach by 

Salotti [27] . The original algorithm, by Perez and Vidal, was 

used to obtain the polygonal approximation with a fixed 

number of segments M which has the minimum distor- 

tion error associated (min- ε problem). This modified ver- 

sion of the algorithm was proposed in [27] and is shown 

in Algorithm 1 . The idea is to increase the number of seg- 

ments needed to reach the last point of the curve until the 

error associated to the polygonal approximation is lower 

than a threshold ε. 

The main drawback of using optimal algorithms is the 

computational cost required to achieve the solution. Some 

improvements have been made to reduce this computa- 

tional burden. For instance, Horng and Li [28] proposed 

an heuristic method to determine the initial point for the 

method based on Dynamic Programming used to solve the 

min- ε. This method uses two iterations of the Dynamic 

Programming method to obtain a polygonal approximation. 

Kolesnikov and Fränti [29] introduced a method to obtain 

polygonal approximations based on a cyclically extended 

closed curve of double size. The method selects the best 

starting point by searching on the extended search space 

for the extended curve. Both methods obtain good solu- 

tions using different heuristic approaches, however, neither 

of these methods can assure the optimality of the solution. 

However, optimal polygonal approximations are very 

important because they are commonly used to assess the 

quality of the suboptimal polygonal approximations ob- 

tained by suboptimal methods. 

The main contributions of this paper are: (i) a novel 

Mixed Integer Programming (MIP) model to solve the min- 

# polygonal approximation problem using a different ap- 

Algorithm 1: Modified version of the algorithm by 

Perez and Vidal [19] . 

Data : c (Digital planar curve), ε (maximum error) 

Result : The optimal polygonal approximation 

var NP // Number of points ; 

var NS // Maximum number of segments ; 

var g // used to memorize the minimum global error 

to reach any point of the contour using any number of 

segments ; 

var Points // Points of the digital planar curve ; 

var Father // Array that contains the ending point of 

the previous segment; 

g[1 , 0] ← 0 ; 

for n ← 2 to NP do 

g[ n, 0] ← maxV alue ; 

end 

m ← 0 ; 

repeat 

m ← m + 1 ; 

for n ← 2 to NP do 

// Search the minimum error to reach point n 

with m segments ; 

g[ n, m ] ← min (g[ i, m − 1] + ISE (i, n )) ; 

// Store the index i min of the point with the 

minimum error; 

F ather[ n, m ] ← i min ; 

end 

until g[ m, n ] < ε; 

proach to the state-of-the-art optimal algorithms, (ii) our 

proposal reduces significantly the computation time to ob- 

tain the optimal solution; (iii) the proposed MIP model is 

smaller than previous proposals. 

Section 2 summarizes the most important measures to 

evaluate the quality of polygonal approximations that ap- 

pear in the literature. In Section 3 , we formulate the prob- 

lem and present the MIP model that solves this problem. 

Section 4 defines the experiments carried out and the re- 

sults obtained. In Section 5 , we discuss the results obtained 

and the most important aspects of the proposed method. 

Finally, Section 6 presents the main conclusions of this 

paper. 

2. Measures to assess the quality of polygonal 

approximations 

The quality of a polygonal approximation is quantified 

by the amount of data reduction obtained and the close- 

ness of the approximation to the original curve. Several au- 

thors have faced this problem using different approaches. 

Sarkar [30] proposed a method to evaluate the quality 

of the polygonal approximation, based on the distortion 

associated to the solution (Integral Square Error) and the 

compression ratio obtained by the solution. This measure, 

called Figure of Merit (FOM), is defined as 

FOM = 

CR 

ISE 

(1) 
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