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a b s t r a c t

Gene expression profiles are used to recognize patient samples for cancer diagnosis and therapy. Gene selection
is crucial to high recognition performance. In usual gene selection methods the genes are considered as
independent individuals and the correlation among genes is not used efficiently. In this description, a co-
expressionmodules based gene selectionmethod for cancer recognition is proposed. First, in the cancer dataset
a weighted correlation network is constructed according to the correlation between each pair of genes,
different modules from this network are identified and the significant modules are selected for following
exploration. Second, based on these informative modules information gain is applied to selecting the feature
genes for cancer recognition. Then using LOOCV, the experiments with different classification algorithms are
conducted and the results show that the proposedmethodmakes better classification accuracy than traditional
gene selection methods. At last, via gene ontology enrichment analysis the biological significance of the co-
expressed genes in specific modules was verified.

Crown Copyright & 2014 Published by Elsevier Ltd. All rights reserved.

1. Introduction

The rapidly developed microarray technique generates a huge
amount of large-scale gene expression profiles. These gene expres-
sion data are applied to cancer diagnosis and therapy. In these gene
expression profiles, there is a lot of noisy and redundant informa-
tion. The research of cancer recognition using gene expression data
is usually plagued with “curse of dimensionality”. How to reduce
these useless features is the key step to cancer recognition (Wang
and Gotoh, 2010; Lu et al., 2006).

Dimension-reduction is crucial to address the “curse of dimen-
sionality” problem in molecular classification of cancer (Golub et al.,
1999; Cho et al., 2003). Feature transformation has been applied to
processing gene features. The transformation includes principal
components analysis (PCA) (Raychaudhur et al., 2000), independent
components analysis (ICA), and clustering based transformation
(Conde et al., 2002). Feature transformation is able to discover the
underlying informative factors for classification. However, the noisy
and redundant information cannot eliminate efficiently.

Gene selection (Kuramochi and Karypis, 2005) is also an effective
dimension-reduction method. Numerous methods of selecting infor-
mative gene groups to conduct cancer classification have been
proposed. Most of the methods ranked the genes based on certain
criteria firstly, and then selected a small set of informative genes for
classification from the top-ranked genes. The most used gene ranking

approaches include the signal to noise ratio, t-score, chi-square,
information entropy-based, Relief-F, symmetric uncertainty, etc.
(Parsons et al., 2004; Shipp et al., 2002). One of the weaknesses of
these ranking methods is that they only consider the individual
features in isolation and ignore their possible interactions.

Correlation networks are increasingly being used in bioinfor-
matic applications. A protein-network-based approach (Chuang
et al., 2007) that identifies subnetwork markers is more reprodu-
cible than individual marker genes selected without network
information. A novel network-based systems biology framework
(Liu et al., 2011a) was present to identify and analyze differentially
activated pathways, and found that these dysfunctional pathways
provide insights into understanding the dynamics of AD progres-
sion in six brain regions. Here, a spatio-temporal analysis on type
2 diabetes mellitus (Sun et al., 2013) was performed by developing
a new form of molecular network.

Weighted gene co-expression network (Zhang and Horvath,
2005) analysis is a systems biology method for describing the
correlation patterns among genes across microarray samples.
Instead of relating thousands of genes to the physiologic trait, it
focuses on the relationship between a few modules and the trait.
Using the weighted gene co-expression network analysis the
hiding and biologic patterns can be explored.

In this paper a co-expression modules based gene selection
method for cancer recognition is proposed. A weighted correlation
network (Langfelder and Horvath, 2009; Fuller et al., 2007) is
constructed and the gene co-expression modules are detected.
These cancer related modules are chosen and their biologic
significance are analyzed. Then the informative genes from these
modules are selected for cancer recognition. Via these steps the
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most distinguishing gene features are picked out. At last classifica-
tion methods are used to test the recognition performance with
these genes. Using LOOCV the experiments with different classi-
fication algorithms are conducted on DLBCL dataset, colon dataset
and breast cancer. The experimental results show that the pro-
posed method makes better precision than other usual gene
selection algorithms (Li and Ruan, 2005).

2. Pre-requirements

2.1. Gene expression data

The gene expression data is usually represented by the expres-
sion matrix. Let X be a gene expression matrix, where rows of
elements represent genes, columns of elements represent various
samples. Thus cell xij is the ith gene expression level in the jth
sample.

2.2. Classification methods

2.2.1. SVM
Support vector machine (SVM) estimates the function classify-

ing the data into two classes. Via building a hyperplane SVM
makes a decision surface to maximize the margin of separation
between positive and negative examples. SVM achieves this by the
structural risk minimization principle that the error rate of a
learning machine on the test data is bounded by the sum of the
training-error rate and a term that depends on the Vapnik–
Chervonenkis (VC) dimension. For notional simplicity, we consider
the case of a linear classifier function

f ðXÞ ¼ ωτXþb ð1Þ
where ω and b are unknown and determined from the training
dataset. With the kernel notion KðXi;XjÞ ¼ΦðXiÞτΦðXjÞ, the result-
ing SVM classifier function can be rewritten as

f ðXiÞ ¼ ∑
M

i ¼ 1
ykαkKðXi:skÞþb ð2Þ

where sk, k¼1,…,Ns, are the so-called support vectors, which
correspond to those training samples that are either inside or on
the decision margin of the classifier, which are determined during
the training step.

2.2.2. Decision tree (DT)
The construction of J48 consists of tree construction and tree

pruning. In tree construction, the predictable variables are identi-
fied and divided into two child nodes. The split maximizes the
homogeneity of the sample population in each child node. For
example, most of the samples in one child node are the cancer
samples, and most of the samples in the other child node are non-
cancer samples. Then, these child nodes are split further until
samples are in one category or the quality of this DT model cannot
be improved. To avoid over-fitting the tree is pruned to a desired
size using a cost complexity pruning method.

3. A weighted correlation network based gene selection for
cancer recognition

3.1. Gene correlation network construction

Gene correlation (Witten and Frank, 2005; Langfelder and
Horvath, 2008) is described as a network in which the relationship
between the connected genes is represented by the weight. In a
gene correlation network, as a undirected network, each gene is

described as a node. The edge weight between the connected
nodes is the pairwise Pearson coefficient. The higher degree of
topological overlap between two nodes in the gene correlation
network implicates the same biological function or pathway. The
topological overlap measure can be calculated as follows:

ωij ¼
lijþaij

minfki; kjgþ1�aij

lij ¼∑
u
aiuauj

ki ¼∑
u
aiu

kj ¼∑
u
auj ð3Þ

aij ¼ jsijjβ ¼ jcorðxi; xjÞjβ ð4Þ

where ωij is the similarity between topology matrix nodes, ki is the
connectivity similarity of ith gene, kj is the connectivity similarity
of jth gene. lij represents the sum of products that the adjacency
coefficient of the node gene i and gene j common connects. sij is
the Pearson coefficient between the expression of ith gene and jth
gene. To emphasize the close correlation between genes, the
power β is used to acquire adjacency function aij, βZ1. We use
the scale free topology criterion to choose the soft threshold β.

3.2. Co-expression modules identification

In gene correlation network construction, an adjacency matrix
and an adjacency function are defined. Using adjacency function
the co-expression similarity between genes can be described as
connection strength. The adjacency function consists of different
statistical or biological criteria. The resulted adjacency matrix is
used to define a measure of node dissimilarity dωij which is
calculated as follows:

dωij ¼ 1�ωij ð5Þ

The node dissimilarity is input to hierarchical clustering to
define network modules. From the clustering tree many gene co-
expression modules are discovered. In the construction of hier-
archical clustering tree, a dynamic shear algorithm based on tree
branch shape is used.

3.3. Co-expression modules based gene selection (CMGS)

After the modules are identified, the relevance between the
gene modules and the cancer class can be calculated. First, the
eigenvalues and eigenvectors of gene modules are derived. Then
the correlation between the module eigenvectors and the cancer
classes of samples is obtained. Finally, T test is used to analyze
significantly differently expressed genes between different groups
and gene significance (GS) is derived. The average gene signifi-
cance in a module is defined as the module significance (MS).
These modules are ranked according to their module significance
coefficients. The top gene module significance coefficients are
accumulated until the accumulated coefficients is greater than a
threshold and these corresponding modules are selected.

However, the number of selected genes is too larger to achieve
better recognition performance. So information gain (IG) is applied
to obtaining the more distinguished genes. Information gain is an
entropy-based feature evaluation method. As IG is used in feature
selection, it is defined as the amount of information provided by
the feature genes for the sample classification. Information gain is
calculated by how much of a gene can be used for classification of
information, in order to measure the importance of genes for the
classification. The formula of the information gain is described as
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