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We present an hp-adaptive continuous Galerkin (hp-CG) method for approximating 
eigenvalues of elliptic operators, and demonstrate its utility on a collection of benchmark 
problems having features seen in many important practical applications—for example, high-
contrast discontinuous coefficients giving rise to eigenfunctions with reduced regularity. In 
this continuation of our benchmark study, we concentrate on providing reliability estimates 
for assessing eigenfunction/invariant subspace error. In particular, we use these estimates 
to justify the observed robustness of eigenvalue error estimates in the presence of repeated 
or clustered eigenvalues. We also indicate a means for obtaining efficiency estimates from 
the available efficiency estimates for the associated boundary value (source) problem. As in 
the first part of the paper we provide extensive numerical tests for comparison with other 
high-order methods and also extend the list of analyzed benchmark problems.

© 2016 IMACS. Published by Elsevier B.V. All rights reserved.

1. Introduction

In Part 1 of this work [14], we presented an hp-adaptive discontinuous Galerkin (hp-DG) method for approximating 
eigenvalues of elliptic operators, and demonstrated its utility on a collection of benchmark problems having features seen 
in many important practical applications—for example, high-contrast discontinuous coefficients giving rise to eigenfunctions 
with reduced regularity. This approach was shown to be highly efficient in terms of cost per correct digit, and provided 
computed error estimates which were asymptotically identical to the actual errors. Our DG work did not, however, provide 
a means of assessing eigenfunction/invariant subspace error; nor did it justify the observed robustness of eigenvalue error 
estimates in the presence of repeated eigenvalues. In this continuation of our benchmark study, we present a continuous 
Galerkin hp-adaptive (hp-CG) method which addresses these issues. As in Part 1, we provide extensive numerical tests for 
comparison with other high-order methods. Our CG work builds on the abstract framework of [20,7] for eigenvalue/invariant 
subspace error estimation, as outlined in Section 2, providing a more robust theory than was possible in our previous ap-
proach. Concerning hp-adaptive approximation methods for eigenvalue problems, much more has been written about their a 
priori error analysis than their a posteriori error analysis, and we mention Refs. [5,24,29], as well as the more comprehensive 
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general survey [11], as recent references in this vein. A recent contribution to a posteriori analysis which is most readily 
compared with our own is that of [4], and we make relevant comparisons and contrasts with this work in Sections 3 and 4.

Our model problem is as follows. Let � ⊂ R
2 be a bounded polygonal domain, and let ∂�D ⊂ ∂� have positive (1D) 

Lebesgue measure. We define the space H = {v ∈ H1(�) : v = 0 on ∂�D}, where these boundary values are understood in 
the sense of trace. We are interested in the eigenvalue problem:

Find (λ,ψ) ∈R×H so that B(ψ, v) = λ(ψ, v) and ψ �= 0 for all v ∈ H, (1)

where

B(w, v) =
∫
�

A∇w · ∇v + cw v dx, (w, v) =
∫
�

w v dx. (2)

We assume that the diffusion matrix A is piecewise constant and uniformly positive definite a.e., and the scalar c is also 
piecewise constant and non-negative. The assumption that A and c are piecewise constant, as opposed to just being piece-
wise smooth, is a theoretical convenience, as is the assumption that � is a polygon. These are not practical limitations to 
our approach. The discontinuities in these coefficients permit investigation of many interesting eigenvalue model problems 
for composite materials, such as those which are of interest for methods of nondestructive sensing (cf. [1,2]). Our interest in 
problems of this sort is motivated by considerations of photonic crystals and related problems (cf. [3,13]). Such applications 
are not directly addressed in this work, but many of their inherent computational challenges are captured in our model 
problem.

The assumptions on the coefficients A and c are sufficient to guarantee that the bilinear form is both bounded and 
coercive on H1(�),

B(v, w) ≤ β1‖v‖1‖w‖1, B(v, v) ≥ β0‖v‖2
1 for all v, w ∈ H,

for some constants β0, β1 > 0. So B(·, ·) is an inner product on H, whose induced energy-norm | | | · | | | is equivalent to 
‖ · ‖1. Here and elsewhere, | · |1 and ‖ · ‖1 denote the usual semi-norm and norm on H1(�), and ‖ · ‖0 denotes the norm 
on L2(�). For some results, it is convenient to restrict the norms/semi-norms to a subset S ⊂ � (in the obvious way), 
and we denote these restrictions by ‖ · ‖0,S , | · |1,S , ‖ · ‖1,S and | | | · | | |S . The we point out that | | | · | | |S may actually be 
a semi-norm, though our assumptions on the coefficients A and c guarantee that there are local constants β0S , β1S > 0
such that β0S |v|21,S ≤ | | |v| | |2S ≤ β1S‖v‖2

1,S , and the seminorm in the lower bound can be replaced with the full norm (after 
modifying β0S if necessary) if c(x) ≥ cS > 0 on S .

The variational eigenvalue problem (1) is satisfied by the positive sequence of eigenvalues

0 < λ1 ≤ λ2 ≤ · · · ≤ λq ≤ · · · (3)

and a sequence of eigenvectors (ψi)i∈N ,

B(ψi, v) = λi(ψi, v) for all v ∈ H, and (ψi,ψ j) = δi j. (4)

Here we have counted the eigenvalues according to their multiplicity. Furthermore, the sequence (λi)i∈N has no finite 
accumulation points. For path-wise connected domains �, we know via the Peron–Frobenius Theorem, that λ1 < λ2 holds 
and that ψ1 can be chosen to be continuous and strictly positive in �. We will also use the notation

SpecB = {λi : i ∈ N}, M(λ) = span{ψ ∈ H : B(ψ,φ) = λ(ψ,φ) for all φ ∈ H}
to denote the spectrum of the variational eigenvalue problem, and the spectral subspace (invariant subspace) associated 
to λ ∈ SpecB , noting that these subspaces are finite dimensional in our setting. Furthermore, let Eλ be the L2-orthogonal 
projection onto M(λ). Then∑

λ∈SpecB

Eλ = I

and the spaces M(λ) = Ran Eλ and M(μ) = Ran Eμ are mutually orthogonal for distinct λ, μ ∈ SpecB . We finally note that

B(ψ,φ) =
∑

λ∈Spec(A)

λ(ψ, Eλφ), ψ,φ ∈ H

and so we obtain an alternative representation of the energy norm

|||ψ |||2 = B(ψ,ψ) =
∑

λ∈Spec(A)

λ(ψ, Eλψ), ψ ∈ H. (5)

The rest of this paper is organized as follows. In Section 2 we introduce basic notation related to the hp-discretization, 
and discuss approximation defects as ideal error estimates, with key results from [20,7] extended for use in the present 
context. These extensions make possible the incorporation of results from [26, Section 3] to obtain efficient and reliable 
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