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a b s t r a c t

“Text mining” covers a range of techniques that allow software to extract information from

text documents. It is not a new technology, but it has recently received spotlight attention

due to the emergence of Big Data. The applications of text mining are very diverse and span

multiple disciplines, ranging from biomedicine to legal, business intelligence and security.

From a legal perspective, text mining touches upon several areas of law, including contract

law, copyright law and database law. This contribution discusses the legal issues

encountered during the assembly of texts into so-called “corpora”, as well as the use of

such corpora.

ª 2014 Maarten Truyens & Patrick Van Eecke. Published by Elsevier Ltd. All rights reserved.

1. Introduction

1.1. What is text mining?

Text mining or text analytics is an umbrella term describing a

range of techniques that seek to extract useful information

from document collections through the identification and

exploration of interesting patterns in the unstructured textual

data of various types of documents2 e such as books, web

pages, emails, reports or product descriptions. A more formal

definition restricts text mining to the creation of new, non-

obvious information (such as patterns, trends or relation-

ships) from a collection of textual documents.3

Typical text mining tasks include activities of search en-

gines, such as assigning texts to one or more categories (text

categorisation), grouping similar texts together (text clustering),

finding the subject of discussions (concept/entity extraction),

finding the tone of a text (sentiment analysis), summarising

documents, and learning relations between entities described

in a text (entity relation modelling).

Given the sheer amount of data produced each day, text

mining applications are on the rise, and can be considered

part of the recent “Big Data” and data mining trend. Text

mining is related to, but nevertheless different from the

better-known subject of data mining. Text mining derives

much of its inspiration and direction from research on data
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mining,4 and shares many high-level architectural similar-

ities.5 In fact, data mining is not the only neighbouring

practice area for text mining e other practice areas include

general statistics, machine learning, database management,

artificial intelligence and computational linguistics.6

In a corporate context, text mining can provide for effi-

ciency improvements and applications that cannot be

reached by traditional database techniques, because it is

assumed that the majority of a typical company’s informa-

tion is stored in the form of unstructured text, with infor-

mation scattered over many computers instead of being

stored in organized databases.7 Practical business applica-

tions can be thus be very diverse8: the automated processing

of open-ended questions in electronic surveys; providing

automated feedback to customer questions submitted online;

compiling frequently asked questions from customers;

automated screening of CVs from potential hires; monitoring

what customers say about a company’s product on social

networks; checking large patent databases to avoid patent

infringements; and so on.

Text mining thrives in linguistic applications, such as

statistical machine translation. For example, on the basis of

parallel texts (such as those with EU legislation, EU parlia-

mentary works, international treaties, etc.) carefully trans-

lated by humans into various languages, software can learn

how expressions are translated in each language.9 Similarly,

software may be able to detect in real-time cyber-bullying

during chat conversations, through deep text learning, based

on sentiment analysis and text pattern discovery.10

Text mining also has many applications in the field of legal

research, such as discovery procedures in trials, automatic

summarization or argumentation extraction of court de-

cisions,11 knowledge extraction from legal statutes,12 and

assisting with contract drafting (document automation).13

However, the areawhere textmining currently seemsmost

promising is biomedicine. There, text mining is used to

discover previously hidden relationships in existing knowl-

edge. For example, a specific genemay bementioned briefly in

some research articles, but may not stand out on its own.

Among thousands of research articles, however, text mining

may be able to filter out such gene, and hint that it could

provide for an interesting avenue for further research.14

1.2. Corpora

Text mining spans a range of diverse activities, with equally

diverse accompanying workflows. What is common to most

types of textmining activities e and is highly relevant from an

intellectual property point of view e is the involvement of a

corpus, which forms the basis of the computations performed

by the text mining software.

A corpus can either be created fromscratch (e.g., by collecting

texts from public web pages, such as those from the EU parlia-

ment’s website containing preparatory documents in various

translations), or can be provided by a third party (typically

through license agreements15). Many other corpora exist, in

varying sizes, domains of application, quality and cost. For

example, for linguistic applications, a historically well-known

corpus is the Penn TreeBank, a 4.5-million-word corpus that

contains texts from four sources, including text samples from a

broadrangeofcontemporaryAmericanEnglish in1961,aswellas

newspaper articles from the Wall Street Journal.16 Biomedical

text mining applications, on the other hand, frequently rely on

corpora consisting of medical reports in databases such as

PubMed.

While a corpus may simply consist of a collection of plain

text documents, it may also include annotations, a kind of

metadata (“tags”)17 to enrich the text with interpretative lin-

guistic information to help the software “learn” from exam-

ples provided by a human domain expert (e.g., a linguist for a

machine translation application, or a lawyer for a case law

automation tool). Suchworkflow is called supervised learning or

semi-supervised learning, depending on whether all or parts of

the examples were provided by humans.18

For example, a corpus editor can decide to apply part-of-

speech data to words or word groups in the corpus in order

to indicate their lexical function (noun, pronoun, verb, adverb,
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