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The concept of Conditional Value-at-Risk (CVaR) is used in various applications in uncertain environment.
This paper introduces CVaR (superquantile) norm for a random variable, which is by definition CVaR of ab-
solute value of this random variable. It is proved that CVaR norm is indeed a norm in the space of random
variables. CVaR norm is defined in two variations: scaled and non-scaled. L-1 and L-infinity norms are limit-
ing cases of the CVaR norm. In continuous case, scaled CVaR norm is a conditional expectation of the random
variable. A similar representation of CVaR norm is valid for discrete random variables. Several properties for
scaled and non-scaled CVaR norm, as a function of confidence level, were proved. Dual norm for CVaR norm is
proved to be the maximum of L-1 and scaled L-infinity norms. CVaR norm, as a Measure of Error, is related to
a Regular Risk Quadrangle. Trimmed L1-norm, which is a non-convex extension for CVaR norm, is introduced
analogously to function L-p for p < 1. Linear regression problems were solved by minimizing CVaR norm of
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1. Introduction

The concept of Conditional Value-at-Risk (CVaR) is widely used
in risk management and various applications in uncertain environ-
ment. This paper introduces a concept of CVaR norm in the space of
random variables. CVaR norm in R" was introduced in (Pavlikov &
Uryasev, 2014) and developed in (Gotoh & Uryasev, 2013), and is a par-
ticular case of general error measures introduced and developed by
Rockafellar, Uryasev, and Zabarankin (2008). The term “superquan-
tile”, free from dependence on financial terminology, can be used as
a neutral alternative name for “CVaR”, like it was done in Rockafellar
and Royset (2010); Rockafellar and Uryasev (2013). For the similar
reason the alternative name “superquantile norm” is proposed to re-
place “CVaR norm” when desired. For the sake of consistency within
the paper and with the earlier study (Pavlikov & Uryasev, 2014), this
paper will use mostly the “CVaR norm” term.

This section provides a short introduction in the CVaR norm in
R" and shows the relation with the CVaR norm in the space of ran-
dom variables. This paper is motivated by applications of norms in
optimization. We consider norms in R" and in the space of random
variables. We use symbols x and x; for a vector and an ith vector
component in R", i.e. X = (X1, ..., Xp). We use symbol X for a random
variable.
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I, norms are broadly used in R", and L, norms are considered in
the space of random variables. For p € [1, oo}, the norms I, and L, are
defined as follows!:
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where E is the expectation sign. The most popular cases are p =
1,2, 00, i.e.,

o h(x) =130 %l Li(X) =EIX];
o loo(®) =maxi_q__q[Xi|, Leo(X) =supX];

e Lo = (Fxm, )7 LX) = (Ex?)12

It is known that [1(X) < Ih(X) < lo(x) and L;(X) < Ly(X) < Le(X),
which follow from [p(X) < Ig(X) and Ly(X) < Lg(X) for p < g, see (e.g.
Brezis, 2010, page 118).

The other family of norms, CVaR norm for R" was defined in
Pavlikov and Uryasev (2014) and studied in Gotoh and Uryasev (2013).
According to Pavlikov and Uryasev (2014, Definition 3), the non-scaled

T Note that the classic definition for [, norm is I,(x) = (Z}Ll \xi|P)w does not sat-
isfy inequality I,(x) < I4(x) for p < q. This paper uses an equivalent scaled version of

this norm I, (%) = ( XL |Xi\”)1/p, which satisfies that inequality. L, norm is com-
monly defined as Ly(f) = [|fll, = (/s |fI? dp.)l/p, where S is a considered space. It
is known (e.g. Brezis, 2010, page 118) that for || - ||, and || - ||; norms inequality

Il < ;/.(S):lf% I fllq holds for 1 < p < q < oo, where S is a considered space and j4(S)
is the measure of the space S. When S is a probability space, ;#(S) = 1 and inequality
Ly(X) < Lg(X) holds for 1 < p < q < oo, where L, (X) = (E\X|P)1”’.
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CVaR norm with parameter «, or ((X))q, is defined on x € R™ as a sum
of absolute values of biggest n(1 — @) components. If n(1 — «) is not
an integer, then ((xX)) is defined as a weighted average of two norms
{({X))e; and ((X))q, for closest values a1, v, such that n(1 — o) and
n(1 — «y) are integers.

A similar norm, called D-norm, was introduced in Bertsimas,
Pachamanova, and Sim (2004, Section 3) in a different way. D-norm
is defined as a maximum of a sum of weighted absolute values of
vector components. The maximization is performed over all sets of
indexes for components in the sum, with a constraint on cardinality.
For € [0, "1 ], the CVaR norm ((x))q coincides with the D-norm
[IIx]||p with parameter p defined by p =n(1 — ), see Pavlikov and
Uryasev (2014, Proposition 3.4). (Bertsimas et al., 2004, Proposition
2) find a dual norm to D-norm; this result was generalized with Item
2 of Proposition 2.1 of this paper for the stochastic case.

Both CVaR norm and D-norm can be viewed as important special
cases of Ordered Weighting Averaging (OWA) operators, see Merigd
and Yager (2013); Torra and Narukawa (2007); Yager (2010). A sub-
family of OWA operators with monotonically non-increasing weights,
when implied to the absolute values of the vector, were formalized
as norms in Yager (2010). The worst-case averages, corresponding
to CVaR, were also studied, e.g., in Ogryczak and Zawadzki (2002);
Romeijn, Ahuja, Dempsey, and Kumar (2005).

The paper (Pavlikov & Uryasev, 2014, Definition 1) has also defined
scaled CVaR norm ((x))3 . Scaled version calculates average value of
components instead of sum: n(1 — &) {{(x))$ = ((X))q. This paper de-
fines (scaled) CVaR norm of a random variable X as an expectation
of |X| in its right (1 — «)-tail. It can be shown that proposed norm
is a generalization of {(x))5 in a following way. Consider mapping
X(x) : R" — £1(Q) from Eucledian space of dimension n to the space
of L;-finite random variables. Denote X = (X1, ..., Xn). Let X(x) be dis-
cretely distributed over atoms xq, ..., X, with equal probabilities %
Then it is easy to see that ((x))3, = CVaRy (|X(X)]) = ((X(X)))3,, see
Pavlikov and Uryasev (2014, Definition 2).

This paper also defines non-scaled CVaR norm ((X))e = (1 —
a){{X))5, which corresponds to ({X))y from Pavlikov and Uryasev
(2014). Non-scaled version has attractive properties with respect to
parameter o, see Items 6, 7 from Section 2.

Risk Quadrangle considers risk R(X), deviation D(X), regret
V(X), error £(X) and statistic S(X), related with a set of equations,
called The General Relationships, see Rockafellar and Uryasev (2013,
Diagram 3). If a functional satisfies a corresponding set of axioms, it
is called regular, see Rockafellar and Uryasev (2013, Section 3). It can
be proved that if R(X) is a coherent and regular Measure of Risk, then
R(]X|) is both a norm and a regular Measure of Error, however, this
proof is beyond the scope of this paper. This paper proves that ((X))q
is a regular Measure of Error and finds the corresponding functions
R(X), D(X), V(X) and S(X) in risk quadrangle related to the Mea-
sure of Error £(X) = ((X))«, See Section 2.

Item 3 from Proposition 2.1 can be viewed as a stochastic gener-
alization of Hall and Tymoczko (2012, Lemma 1). Paper (Hall & Ty-
moczko, 2012) considers functions ¥;(x) on nonnegative orthant R7,
corresponding to R’} reduction of special cases of CVaR norm. Paper
(Hall & Tymoczko, 2012) relies on majorization theory, see (Marshall,
Olkin, & Arnold, 2011), which is generalized for the stochastic case
with a concept of stochastic dominance, see Ogryczak and Ruszczyn-
ski (2002); Dentcheva and Ruszczynski (2003, e.g.).

This paper considers also non-convex functions closely related to
CVaR norm. In deterministic case, by definition, CVaR norm is the av-
erage of biggest (1 — a)n absolute values of components of a vector.
The trimmed L1-norm is also known as a trimmed sum of absolute
deviations estimator for LTA regression, see (Hawkins & Olive, 1999;
Bassett Jr, 1991; Hossjer, 1994, e.g.). L1-based LTA regression is in-
troduced similarly to the more common L2-based Least-Trimmed-
Squares (LTS) regression, see Zabarankin and Uryasev (2014b, e.g.).
Trimmed L1-norm is denoted here by t,, it is the average of smallest

an absolute values of components of a vector. Calculation formulas
and mathematical properties for ty(Xx) in Eucledian space and Ty (X) in
the space of random variables are considered in Section 3. Trimmed
L1-norm is also related to the sparse optimization, similar to func-
tions I, for 0 < p < 1, see Ge, Jiang, and Ye (2011). Note that the con-
straint on trimmed L1-norm directly specifies sparsity of the solution
vector (see Item 6 of Section 3), compared to “indirect” sparsity spec-
ification with I, function. This paper also provides an illustration for
ty in Euclidean space.

Paper (Krzemienowski, 2009, Definition 2) defines conditional av-
erage CAVG function. Both average quantile and CVaR are subfamilies
of CAVG family, therefore, both ((X))3, and Ty(X) are subfamilies of
CAVGg, ,,(IX]) function family. Unfortunately, these functions are not
convex or concave in general, and are out of the scope of this study,
although robust regression applications based on these functions is a
promising research direction.

The paper is organized as follows. Section 2 gives a formal defini-
tion of CVaR norm in stochastic case and enlists various mathematical
of CVaR norm, including that it is indeed a norm and a regular mea-
sure of error. CVaR norm is a parametric family of norms with respect
to the confidence parameter o, properties of CVaR norm as a function
of « are proved. Dual representation of the CVaR norm is derived, and
a dual norm to the CVaR norm is defined. A short introduction to the
concept of Risk Quadrangle is given. We derive the quadrangle related
to the CVaR norm as a measure of error and we prove that this quad-
rangle is regular. Section 3 defines the trimmed L1-norm, both in R"
and in the space of random variables, and enlists several basic proper-
ties. The trimmed L1-norm is an extension of CVaR norm, but it is not
actually a norm. Section 4 illustrates properties of CVaR norm with a
case study. Section 5 provides concluding remarks and acknowledge-
ments.

2. CVaR (superquantile) norm properties and connection to risk
quadrangle

This section gives a formal definition of CVaR norm in stochas-
tic case and proves various properties of the norm. Let us denote
[x]* = max{0, x}, [x]~ = max{0, —x}. Consider cumulative distribu-
tion function Fy(x) = P(X < x). If, for a probability level a < (0, 1),
there is a unique x such that F(x) = «, then this x is called the a-
quantile g, (X). In general, however, the value x is not unique, or may
not even exist. There are two boundary values:

4o (X) = inf{x|Fx (x) > o}, g, (X) = sup{x|F(x) < ar}.

We will call by the quantile the entire interval between the two
boundary values,

o (X) =g, (X). g5 X)]. (1)
We will use notation [ qp(X)dp = [q,(X)dp, which is reasonable
since [ g (X)dp = [ q, (X)dp.

The CVaR norm is defined as follows.

Definition 1. Let X be a random variable with E|X| < co. Then CVaR
(superquantile) norm of X with parameter « € [0, 1] is defined by

((X))a = CVaRe (IX]) = g (IX])

Following the logic of (Pavlikov & Uryasev, 2014), {(X))$ is called
scaled CVaR norm, while Definition 2 introduces ((X))q, correspond-
ing to non-scaled CVaR norm for R" in (Pavlikov & Uryasev, 2014, Def-
inition 3). By default we call by CVaR norm the function ((X))3,. The
second version of the norm, non-scaled CVaR norm, is defined as fol-
lows.

Definition 2. Let X be a random variable with E|X| < co. Then non-
scaled CVaR (superquantile) norm of X with parameter « € [0, 1) is
defined as follows:

((X)N)a = 1 =) {(X))3-
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