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a b s t r a c t 

The models that set the closest targets have made an important contribution to DEA as tool for the 

best-practice benchmarking of decision making units (DMUs). These models may help defining plans for 

improvement that require less effort from the DMUs. However, in practice we often find cases of poor 

performance, for which closest targets are still unattainable. For those DMUs, we propose a two-step 

benchmarking procedure within the spirit of context-dependent DEA and that of the models that mini- 

mize the distance to the DEA efficient frontier. This procedure allows to setting more realistically achiev- 

able targets in the short term. In addition, it may offer different alternatives for planning improvements 

directed towards DEA efficient targets, which can be seen as representing improvements in a long term 

perspective. Thus, the sequential approach provides managers with a decision-support tool for the design 

of continuous improvement strategies based on actionable targets, by learning from better practices of 

others as an expert system. To illustrate, we examine an example which is concerned with the research 

performance of public Spanish universities. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

In management, organizations use benchmarking for the eval- 

uation of their processes in comparison to best practices of oth- 

ers within a peer group of firms in an industry or sector. In the 

best-practice benchmarking process the identification of the best 

firms allows to setting targets, so that organizations may learn 

from them and develop plans for improvement of some aspects of 

performance. 

Data Envelopment Analysis (DEA) ( Charnes, Cooper, & Rhodes, 

1978 ) has proven to be a useful tool for the benchmarking of de- 

cision making units (DMUs) involved in a production process. In 

DEA, an empirical production possibility set is constructed from 

the observations by making some technological assumptions, and 

the envelopment of such technology determine an efficient fron- 

tier formed by the efficient units that is used as reference for the 

assessments of the remaining DMUs. Nevertheless, Cook, Tone, and 

Zhu (2014) claim that “In the circumstance of benchmarking, the 

efficient DMUs, as defined by DEA, may not necessarily form a 

“production frontier”, but rather lead to a “best-practice frontier””. 

Specifically, the points on the best-practice frontier are potential 

benchmarks for the inefficient units, and the targets are actually 
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the coordinates of these benchmarks, which represent levels of op- 

eration for the inefficient DMUs that would make them perform 

efficiently. As stated in Thanassoulis, Portela, and Despi ́c (2008) , 

in many practical applications one is more interested in deter- 

mining targets that render the DMUs efficient than in determin- 

ing their level of inefficiency. See Adler, Liebert, and Yazhemsky 

(2013), Zanella, Camanho, and Dias (2013) and Dai and Kuosma- 

nen (2014) for some recent references on applications of DEA and 

benchmarking. 

Despite their usefulness for the benchmarking, DEA models of- 

ten set unrealistic targets, in the sense that they represent plans 

that are too far from the actual performances. In this respect, the 

models that minimize the distance from the DMUs to the DEA ef- 

ficient frontier have made a significant progress over the classical 

additive DEA models, which maximize the slacks. These models 

provide a suitable approach to deal with this issue, because they 

seek to set targets that allow the DMUs to achieve the efficiency 

with less effort (see Aparicio, Ruiz, and Sirvent, 2007, Fukuyama, 

Maeda, Sekitani, and Shi, 2014a,b, Aparicio and Pastor, 2014, Apari- 

cio, Cordero, and Pastor, 2017, Ramón, Ruiz, and Sirvent, 2016, Ruiz 

and Sirvent, 2016, Ruiz, Segura, and Sirvent, 2015 and Cook, Ruiz, 

Sirvent, and Zhu, 2017 ). However, very frequently closest targets 

are still unachievable for some inefficient DMUs, at least in the 

short term. This paper focuses on the benchmarking of those units. 

Some authors have pointed out these problems of DEA with 

the benchmarking, and have raised the need of new approaches 
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for planning improvements based on sequential benchmarking, 

wherein the setting of targets is carried out in several steps. For 

example, Zhu (2003) states “It is likely that a particular ineffi- 

cient DMU is unable to immediately improve its performance onto 

the first level best-practice frontier because of such restrictions as 

management expertise, available resources, etc. Therefore interme- 

diate (and more easily achievable) targets may be desirable for 

an inefficient DMU (…) The resulting intermediate targets are lo- 

cal targets , whereas the targets on the first level (original) best- 

practice frontier are global targets ”. Lim, Bar, and Lee (2011) claim 

“It is very likely to be practically infeasible for an inefficient DMU 

to achieve the target’s efficiency in a single step. That is, if the in- 

efficient DMU is far from the efficient frontier, it will be impossible 

to reach the frontier in a single move, the more reasonable alter- 

native being to make stepwise gradual improvements in getting to 

the target”. Lozano and Villa (2010) stress that “In Data Envelop- 

ment Analysis (DEA) an inefficient unit can be projected onto an 

efficient target that is far away, i.e., reaching the target may de- 

mand large reductions in inputs and increases in outputs. When 

the inputs and outputs modifications planned are large, it may be 

troublesome to carry them out all at once.” See also the discus- 

sion in Kwon, Marvel, and Roh (2017) where the authors propose 

a “better practice” benchmarking approach as distinguished from 

the traditional “best practice” benchmarking. 

A number of approaches have been proposed in DEA for set- 

ting targets on a series of nested efficient frontier layers that re- 

sult from the omission of some DMUs. The idea of using nested 

efficient frontier layers in DEA is not new. Barr, Durchholz, and 

Seiford (20 0 0) talk about “peeling the DEA onion” in an approach 

in which DMUs are separated into a series of nested efficient 

frontier layers in order to identify a complete ranking of units. 

Bougnol and Dulá (2006) use that idea in a discussion on the 

validation of DEA as a ranking tool. Seiford and Zhu (1999) re- 

fer to it as “stratification” in the context-dependent DEA ap- 

proach, which implies the evaluation against an efficient fron- 

tier composed by DMUs in a specific performance level (see also 

Johnson and Zhu (2006) ). Within a framework of benchmarking, 

Lim et al. (2011) establish a sequence of targets on the nested 

efficient frontier layers that result from a benchmark selection 

according to criteria of attractiveness, progress and infeasibility 

as introduced in the context-dependent DEA approach in Kwon 

et al. (2017); Seiford and Zhu (2003) also use this “stratification”

in their “better practice” benchmarking approach, which com- 

bines DEA (radial models) and neural networks. Other sequen- 

tial DEA approaches for benchmarking include Lozano and Villa 

(2005, 2010 ), which propose strategies of gradual improvements 

with successive, intermediate targets; Fang (2015) , which uses a 

similar idea for centralized models; and Estrada, Song, Kim., Namn, 

and Kang (2009) , which propose a stepwise benchmarking based 

on input similarities by using a method that combines DEA and 

self-organizing maps (SOM). See also Petrovic, Bojkovic, Anic, Sta- 

menkovic, and Tarle (2014) for a multi-criteria decision making 

(MCDM) approach based on the multi-level outranking ELECTRE 

method. 

In the present paper, we propose a two-step benchmarking de- 

termined by a couple of nested DEA efficient frontiers, follow- 

ing an approach based on closest targets. Thus, the distinctive 

feature with respect to other stepwise benchmarking approaches 

based on context-dependent DEA is that we use models that min- 

imize the distance to the efficient frontiers associated with the 

different levels of performance. That is, special attention is paid 

to the fact that improvements should require as little effort as 

possible from the DMUs. In addition, we also seek to find tar- 

gets that are efficient in the Pareto sense. This is why our ap- 

proach is developed within the framework of non-radial models. 

As Thanassoulis et al. (2008) state, non-radial models are the ap- 

propriate instrument for the setting of targets and the benchmark- 

ing. 

Specifically, the purpose of the approach proposed here is 

twofold: 1) setting more realistically achievable targets in the short 

term for the inefficient DMUs, and 2) establishing a sequential plan 

of improvements for the inefficient DMUs directed towards meet- 

ing long terms targets. In order to do so, we consider the following 

two DEA efficient frontiers: the frontier associated with the whole 

set of DMUs and the one resulting from the omission of the DMUs 

initially rated as efficient. As in context-dependent DEA, this “strat- 

ification” allows to classifying the DMUs into different levels of 

performance. The DMUs in the outer frontier are in a first level 

of performance, those in the other frontier are in a second level 

of performance, and the remaining DMUs are in a third level of 

performance (or higher, if the “stratification” process is continued). 

The DMUs in the second level of performance can be benchmarked 

against the 1st-level efficient frontier, while the remaining ineffi- 

cient DMUs can be benchmarked against the 1st- or 2nd-level ef- 

ficient frontier. However, for the inefficient DMUs in the 3rd level 

(or higher), the targets set on the original DEA efficient frontier 

are often unattainable, even though they result from a model that 

minimizes the distance to such frontier. This is why targets on that 

frontier for those units can be considered as representing improve- 

ments in a long term perspective (note that in DEA the DMUs are 

assumed to be homogeneous, that is, that they all are compara- 

ble in terms of the variables chosen). We design a benchmarking 

process directed towards long term targets which, in a first step, 

allows to setting more realistically achievable targets on the 2nd- 

level efficient frontier, which can be seen as a best-practice fron- 

tier determined by DMUs in a more similar level of performance to 

the units under evaluation than those that form the original DEA 

efficient frontier. In addition, this sequential approach allows also 

to distributing effort s in the way for improvement, which is espe- 

cially useful for inefficient DMUs that show a poor performance. 

It should be pointed out that the ultimate targets set by this ap- 

proach on the outer frontier might be further from the DMU under 

evaluation than its closest targets on that frontier, but the possible 

extra effort that could be needed to reach them would be justified 

by the fact that improvements would be made in two steps. 

The benchmarking model proposed considers two objectives for 

setting the sequence of targets corresponding to a given DMU: 

minimizing the gap between actual performances and intermedi- 

ate targets and minimizing the gap between these latter and the 

long term targets. These two objectives are combined by means 

of a parameter which allows us to adjust the importance attached 

to each of them. Through the specification of this parameter, sev- 

eral sequential strategies for improvement can be defined, in the 

sense that each sequence of targets establishes the way in which 

effort s are distributed in the two steps regarding both the specific 

inputs/outputs to act upon and the magnitude of the changes to be 

accomplished. Thus, each DMU can establish the plan for improve- 

ments to implement making a choice among those alternatives ac- 

cording its circumstances. 

The paper unfolds as follows. In Section 2 we develop the two- 

step benchmarking model that sets a sequence of targets for ineffi- 

cient DMUs. The approach proposed is illustrated in Section 3 with 

an example in which research performance of public Spanish uni- 

versities is examined. The final section presents conclusions. 

2. The two-step benchmarking model 

Throughout the paper we suppose that we have n DMUs 

which use m inputs to produce s outputs. These are denoted by 

( X j ,Y j ), j = 1, ..., n . It is assumed that X j = ( x 1 j ,…, x mj ) ≥ 0, X j � = 

0, j = 1, …, n , and Y j = ( y 1 j ,…, y sj ) ≥ 0, Y j � = 0, j = 1, …, n . For 

purposes of benchmarking, it is also assumed that the production 
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