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a b s t r a c t 

A large number of accounting studies have focused on parametric or non-parametric forms of fuzzy re- 

gression relationships between dependent and independent variables. Notably, semi-parametric partially 

linear model as a powerful tool to incorporate statistical parametric and non-parametric regression anal- 

yses has gained attentions in many real-life applications recently. However, fuzzy data find application 

in many real studies. This study is an investigation of semi-parametric partially linear model for such 

cases to improve the conventional fuzzy linear regression models with fuzzy inputs, fuzzy outputs, fuzzy 

smooth function and non-fuzzy coefficients. For this purpose, a hybrid procedure is suggested based on 

curve fitting methods and least absolutes deviations to estimate the fuzzy smooth function and fuzzy 

coefficients. The proposed method is also examined to be compared with a common fuzzy linear regres- 

sion model via a simulation data set and some real fuzzy data sets. It is shown that the proposed fuzzy 

regression model performs more convenient and efficient results in regard to six goodness-of-fit criteria 

which concludes that the proposed model could be a rational substituted model of some common fuzzy 

regression models in many practical studies of fuzzy regression model in expert and intelligent systems. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

Regression analysis is a statistical tool for investigating the re- 

lationships between independent (predictor or explanatory) vari- 

ables and a dependent (response or outcome) variable. These 

methods are mainly divided into two general methods, so-called 

parametric and non-parametric methods. Parametric regression 

models are very useful for describing the relationship between the 

response and dependent variables. However, such methods may 

sometimes be applied at the risk of introducing modeling biases. 

Non-parametric regression models assume no prior model struc- 

ture and may provide useful insight for further parametric fit- 

ting. However, being an entirely non-parametric approach, it usu- 

ally causes some drawbacks such as the curse of dimensional- 

ity, difficulty of interpretation, and lack of extrapolation capability. 

However, semi-parametric partially linear models are more advan- 

tageous and are used in many applications since both the para- 

metric and non-parametric components can simultaneously exist 

in the model. Partially linear models assume that the relationship 

between the response variables and the covariates can be repre- 
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sented as 

y i = β1 x i + f (t i ) + εi , i = 1 , 2 , . . . , n, 

where x i s are covariates, t i ’s are increasing scalar covariates, the 

function f is unknown, and the model’s errors ε i ’s are independent 

random variables with mean zero. The models allow easier inter- 

pretation of the effect of each variable and may be preferable to a 

completely non-parametric model because of the well-known rea- 

son, “curse of dimensionality”. On the other hand, partially linear 

models are more flexible than the standard linear model because 

they combine both parametric and non-parametric components; 

and when it is believed that the response variable Y depends on 

random variable X in a linear way, it is nonlinearly related to an- 

other scalar variable t . Several methods have been proposed to 

consider partially linear models, mainly including local linear tech- 

nique ( Hamilton & Truong, 1997 ), kernel method ( Speckman, 1988 ) 

and profile least-square method ( Green, Jennison, & Seheult, 1985; 

Opsomer & Ruppert, 1999 ). 

Notably, to study of the relationship between a set of inde- 

pendent variables and one or more dependent variables, the data 

sometimes cannot be recorded precisely due to some unexpected 

situations. For instance, consider studying the functional relation- 

ship between atmospheric concentration of carbon monoxide (CO) 

and a set of meteorological variables in a city. For such a case, the 
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carbon monoxide concentration usually report by fuzzy numbers 

instead of exact numbers. Fuzzy set theory seems to have suit- 

able tools for modeling such data and provide appropriate statis- 

tical methods based on these data. The fuzzy regression analysis 

has been introduced by Tanaka, Hayashi, and Watada (1989) and 

then fuzzy regression methods have been successfully applied 

to many real applications under fuzzy data. Many methods fol- 

lowed parametric regression models based on fuzzy data which 

are mainly divided into two approaches including the possibilis- 

tic and fuzzy least-squares methods (for comprehensive review, see 

Chachi, Taheri, & Arghami, 2014 ). In addition, Poleshchuk and Ko- 

marov (2014) proposed a non linear regression model with inter- 

val type-2 fuzzy inputs and outputs based on the least squares 

estimation technique using an aggregation tool called weighted 

intervals. Arefi and Taheri (2015) proposed a linear regression 

model based on the least squares method when both explana- 

tory variable(s) and response variable, as well as the parameters of 

model are assumed to be Atanassov’s intuitionistic fuzzy numbers. 

Some other methods developed non-parametric approaches into 

regression analysis in a fuzzy environment ( Cheng & Lee, 1999; 

Petit-Renaud & Denoeuxa, 2004; Wang, Zhang, & Mei, 2007 ). For 

more on other approaches to regression analysis including, non- 

parametric methods and some recent works see ( Chachi et al., 

2014; Cheng & Lee, 1999; Petit-Renaud & Denoeuxa, 2004; Wang 

et al., 2007 ). 

However, as it is mentioned above, a semi-parametric partially 

linear model may be more flexible than the corresponding lin- 

ear regression. Notably, to the best of the authors’ knowledge, 

semi-parametric partially linear model technique has not yet been 

developed in applications on intelligence systems. Therefore, the 

main contribution of the present work is to investigate the ef- 

fect of predicting fuzzy outputs by adding a fuzzy smooth func- 

tion to the existing fuzzy linear regression models with fuzzy in- 

puts and fuzzy outputs. In this regards, the present work is going 

to extend a common used regression technique, so-called “semi- 

parametric partially linear model” to fuzzy environment with fuzzy 

inputs, fuzzy outputs, fuzzy coefficients and fuzzy smooth function. 

A common two-step procedures is suggested to estimate non-fuzzy 

coefficients and fuzzy smooth function. For this purpose, both clas- 

sical curve fitting including kernel methods and least absolute de- 

viation are employed to estimate the components of the fuzzy re- 

gression model. An algorithm based on minimization of the cross- 

validation criterion is also applied to select the optimal bandwidth 

to estimate the fuzzy smooth function. To make a comparative 

study, a simulation analysis is performed between the proposed 

semi-parametric partially linear model and a common fuzzy para- 

metric linear regression model and the effectiveness and advan- 

tages of the proposed methods are examined by comparing the 

proposed method in terms of some well-known goodness-of-fit cri- 

teria. For practical reasons, we will illustrate the proposed methods 

based on some real world data set. The numerical and comparative 

results showed that the proposed model is able to provide suffi- 

ciently accurate results in fuzzy regression analysis. 

The rest of the present paper is organized as follows: 

Section 2 recalls some necessary concepts related to fuzzy num- 

bers and distance measures between fuzzy numbers. In Section 3 , 

the proposed semi-parametric partially linear model is introduced. 

The method of estimating the components of the model will be il- 

lustrated in this section through a common two-steps procedures. 

An algorithm based on the minimization of the cross-validation 

criterion is also applied in this section to determine the optimal 

bandwidth based on some distances among fuzzy numbers. Fur- 

thermore, a simulation study is performed to assess the effective- 

ness and performance of the proposed method with respect to 

some common methods of fuzzy linear regression in Section 4 us- 

ing some performance criteria. Moreover, some real data sets are 

employed to explain the proposed fuzzy semi-parametric partially 

linear model in the comparison study. Finally, the main contribu- 

tions of this paper is summarized in Section 5 and some conclud- 

ing remarks concerning the possible developments pertaining to 

the present work are also made to be considered in further re- 

search. 

2. Preliminary 

This section briefly reviews several concepts and terminolo- 

gies related to fuzzy numbers and a distance between fuzzy num- 

bers used throughout the paper. Let X be a universal set. A fuzzy 

set of X is a mapping ˜ A : X → [0 , 1] , which assigns a degree of 

membership 0 ≤ ˜ A (x ) ≤ 1 to each x ∈ X . For each α ∈ (0, 1], the 

subset 
{

x ∈ X | ̃  A (x ) ≥ α
}

is called the α-cut of ˜ A and is denoted 

by ˜ A [ α] . The set ˜ A [0] is also defined as equal to the closure of {
x ∈ R | ̃  A (x ) > 0 

}
. Let R be the set of all real numbers. A fuzzy 

set ˜ A of R is called a fuzzy number if it satisfies the following two 

conditions: 

(1) For each α ∈ [0, 1], the set ˜ A [ α] is a compact interval, which 

will be denoted by [ ̃  A 

L [ α] , ̃  A 

U [ α]] . Here, ˜ A 

L [ α] = inf 
{

x ∈ R | ˜ A (x ) ≥ α
}

and 

˜ A 

U [ α] = sup 

{
x ∈ R | ̃  A (x ) ≥ α

}
. 

(2) There is a unique real number x ∗ = x ∗˜ A 
∈ R , such that ̃  A (x ∗) = 

1 , i.e. ˜ A [1] is a singleton set. 

The set of all fuzzy numbers with continuous membership 

functions is denoted by F(R ) . Notably, the most commonly used 

type of fuzzy numbers in F(R ) are the so-called LR -fuzzy numbers 

denoted by ˜ A = (a ; l a , r a ) LR , l a , r a > 0. The membership function of 

a LR -fuzzy number ˜ A is defined by: 

˜ A (x ) = 

⎧ ⎨ ⎩ 

L 

(
a − x 

l a 

)
, x ≤ a, 

R 

(
x − a 

r a 

)
, x > a, 

where L and R are strictly decreasing functions from [0, 1] to 

[0, 1] satisfying L (0) = R (0) = 1 and L (1) = R (1) = 0 . A special 

type of LR -fuzzy number is the triangular fuzzy number ( TFN ) with 

the shape functions L (x ) = R (x ) = max { 0 , 1 − | x |} , x ∈ R which is 

denoted by ˜ A = (a ; l a , r a ) T . If l a = r a , then 

˜ A is called a symmetric 

triangular fuzzy number. 

Algebraic operations on fuzzy numbers that we use in this pa- 

per are defined based on the extension principle as follows. 

Definition 2.1 ( Lee, 2005 ) . Let ˜ A = (a ; l a , r a ) LR and 

˜ B = (b; l b , r b ) LR 

be two LR -type fuzzy numbers and λ ∈ R . Then: 

(1) A � B = (a + b; l a + l b , r a + r a ) LR . 

(2) λ � ˜ A = (λa ;λl a , λr a ) LR if λ ≥ 0 and λ � A = 

(λa ;−λr a , −λl a ) RL if λ < 0. 

Definition 2.2 ( Hukuhara, 1967 ) . Let ˜ A and 

˜ B be two LR -fuzzy 

numbers. If there exists a fuzzy number ˜ C such that ˜ C � ˜ B = ̃

 A , 

then 

˜ C is called Hukuhara difference of ˜ A and 

˜ B and is denoted 

by ˜ A �H ̃
 B . 

The methods of measuring the distance between fuzzy numbers 

have an important role in decision making in many real applica- 

tions like data mining, pattern recognition, multivariate data anal- 

ysis and so on. Several distance measures on the space of fuzzy 

numbers have been suggested by many authors (see, for example, 

Bertoluzza, Corral, & Salas, 1995; Chen & Hsieh, 20 0 0; Kaufmann & 

Gupta, 1991; Trutschnig, Gonzalez-Rodriguez, Colubi, & Gil, 2009 ). 

However, the absolute error distance is applied in this paper due 

to its good interpretation in many statistical applications which 

make it popular from the practical point of view (for more, see 

Heilpern, 1997 ). Let ˜ A and 

˜ B be two LR -fuzzy numbers in F(R ) . 
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