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a b s t r a c t 

Traditional regression methods minimize the sum of errors of samples with various reg- 

ularization terms such as the � 1 -norm and � 2 -norm. For the diagnosis of cardiovascular 

diseases, the cardiac ejection fraction (EF) represents an essential measure. However, ex- 

isting regularization terms do not consider the output correlation (the correlation between 

ground truth volumes and estimated volumes w.r.t. each subject), which is beneficial in 

estimating the cardiac EF. In this paper, we first propose a sparse regression with two 

regularization terms of the � 1 -norm and output correlation (SROC). Then, we propose a 

one-dimensional solution path algorithm for quickly finding two good regulation param- 

eters in the formulation of SROC. The solution path algorithm can effectively handle sin- 

gularities and infinities in the key matrix. Finally, we conduct experiments on a clinical 

cardiac image dataset with 100 subjects. The experimental results show that our method 

produces competitive and strong results for estimating the cardiac EF based on quantita- 

tive and qualitative analyses. 

© 2017 Published by Elsevier Inc. 

1. Introduction 

Traditional regression methods minimize the sum of errors of samples with certain regularization terms such as the 

� 1 -norm and the � 2 -norm. Different regularization terms generate solutions having different properties. For example, Lasso 

[23] uses the � 1 -norm to force solutions to be sparse. Any features that have non-zero regression coefficients are selected. 

Ridge regression [21] uses the � 2 -norm to shrink the coefficients of the correlated predictors toward each other. Elastic net 

[33] uses both the � 1 -norm and the � 2 -norm to achieve the properties of Lasso and ridge regression simultaneously. 

Cardiovascular diseases are the most frequent cause of death in most countries [16] . In the diagnosis of these pathologies, 

the cardiac ejection fraction (EF) is an essential measure. The EF represents the volumetric fraction of blood pumped out 

of the left ventricle (LV) and right ventricle (RV) in a cardiac cycle [28] . The EF can be computed as V d −V s 

V d 
× 100% , where 

V 

d and V 

s denote the largest and smallest volumes of a ventricle, respectively, in a cardiac cycle. A normal EF is in the 

range 55–70%. The EF may be lower when a heart muscle is damaged due to a heart attack, a heart muscle disease, or 
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Fig. 1. Regression analysis with the output correlation used to predict EF. The estimated volumes with OC = 99.8% achieve a better estimation of the EF 

than the estimated volumes with OC = 98.8%. 

other causes [28] . An EF of less than 40% may confirm a diagnosis of heart failure. An EF of less than 35% increases the risk 

of life-threatening irregular heartbeats that can cause a sudden cardiac arrest and a sudden cardiac death [28] . Effectively 

estimating the EF is highly significant in clinical diagnoses. 

A clinical subject is scanned by a scanner (including MRI, CT, and ultrasound), which will produce n k (normally 20, 

as shown in Fig. 1 ) frames throughout the cardiac cycle. Let S k = { (x i , y i ) } n k i =1 
denote these n k frames, where x i ∈ R 

d is a 

cardiac image, which is the sum of cardiac images at different slices, and y i ∈ R is the ground truth LV/RV volume, which is 

computed by adding the LV/RV areas at different slices [24] . Assume that a set of samples is S = 

⋃ κ
k =1 S k , where κ denotes 

the number of clinical subjects. We assume that the set S is generated by a linear regression model y i = x T 
i 
β + ε, where β

is the vector of model coefficients and ε is an i.i.d. random variable with mean 0 and variance σ 2 . For clinical subject data 

S k , we define the output correlation (OC) as follows. 

Definition 1. The output correlation for clinical subject data S k is defined as the correlation between the 

ground truth volumes and the estimated volumes. Specifically, the OC coefficient ρk is computed as ρk = ∑ | S k | 
i =1 

(
y i − 1 
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j=1 
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. 

OC is beneficial for estimating the cardiac EF. As shown in Fig. 1 , the blue curve presents the ground truth LV volumes 

of a modality sequence with EF = 63%. The red curve presents the estimated results by a sparse regression [23] , which min- 

imizes the sum of errors of the LV cavity areas with the � 1 -norm. From the figure, a poor EF value of 49% is produced. 

This causes a misdiagnosis in that a normal patient is suspected of having cardiovascular disease, even though OC = 98.8%. A 

higher OC reflects a stronger dependency between the ground truth volumes and the estimated volumes. The EF is a special 

measure that only depends on both the largest and smallest volumes in a cardiac cycle. Thus, a higher OC would produce a 

higher estimation of the EF. In practice, the EF can be improved to 61%, which is very close to the ground truth EF of 63% if 

the OC is increased to 99.8%. 

However, as previously mentioned, the regularization terms in traditional regression methods do not consider the OC. 

Recently, several works [1,24,31] have proposed to estimate the EF based on the LV and RV cavity areas. For example, Afshin 

et al. [1] used artificial neural networks to estimate the LV cavity area. Wang et al. [24] used a Bayesian formulation to esti- 

mate the LV and RV cavity areas, respectively. Zhen et al. [31] used a built-in feature selection regression method based on 

random forests to estimate the LV and RV cavity areas. It should be noted that the volume V is approximated by integrating 

the cavity areas as V = 

∑ 

i A i [24] . Summarizing, all the above methods are dependent upon traditional regression methods, 

and they do not consider the OC. 

As indicated in [31] , feature selection plays an import role in estimating bi-cavity areas. There are three main categories 

of feature selection algorithms: wrappers, filters and embedded methods [13] . Embedded methods are a catch-all group of 

techniques that perform feature selection as part of the model construction process. The exemplar of embedded methods 

for regression is Lasso regression [23] , which is a classical sparse regression method. In addition to Lasso, there are several 

other state-of-the-art sparse methods. For example, Wright et al. [25] and Shao et al. [22] proposed sparse-representation- 

based classification methods. Zhu et al. [32] proposed a feature selection method by combining the graph regularizer and 

the � 2, 1 -norm regularizer. Zhu et al. [32] proposed a block-row sparse multiview multilabel learning framework for image 

classification. Liu et al. [15] proposed a sparse logistic regression method for multi-label learning. An et al. [2] proposed 

a sparse representation matching method based on the � 1 and � 2 norms. For a comprehensive survey on sparse methods, 
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