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a b s t r a c t 

The discovery of a formal process model from event logs describing real process executions 

is a challenging problem that has been studied from several angles. Most of the contribu- 

tions consider the extraction of a model as a one-class supervised learning problem where 

only a set of process instances is available. Moreover, the majority of techniques cannot 

generate complex models, a crucial feature in some areas like manufacturing. In this paper 

we present a fresh look at process discovery where undesired process behaviors can also 

be taken into account. This feature may be crucial for deriving process models which are 

less complex, fitting and precise, but also good on generalizing the right behavior underly- 

ing an event log. The technique is based on the theory of convex polyhedra and satisfiabil- 

ity modulo theory (SMT) and can be combined with other process discovery approach as a 

post processing step to further simplify complex models. We show in detail how to apply 

the proposed technique in combination with a recent method that uses numerical abstract 

domains. Experiments performed in a new prototype implementation show the effective- 

ness of the technique and the ability to be combined with other discovery techniques. 

© 2017 Elsevier Inc. All rights reserved. 

1. Introduction 

The digital revolution that is taking place in the last decade is abruptly changing the way organizations, industry and 

people access, store and analyze the vast amount of digital information currently available. The challenge is to be able to 

extract value from this information in an effective way. Process Mining is considered to be a viable solution to this problem: 

by using the event log containing the footprints of real process-executions, process mining techniques aim at discovering, 

analyzing and extending formal process models revealing the real processes in a system [23] . Process discovery, the main 

focus of this paper, is a family of techniques for deriving process models expected to be good in four quality dimensions: 

fitness (ability of the model to reproduce the traces in the event log), precision (ability of the model to avoid reproducing 
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Fig. 1. Three process models to illustrate supervised process discovery. 

undesired behavior), generalization (ability of the model to reproduce desired behavior not found in the event log) and sim- 

plicity (the well-known Occam’s Razor principle). Process discovery is a learning technique: given a set of training examples 

(traces denoting process executions) the goal is to derive a process model which encloses the behavior underlying the train- 

ing set. Most techniques that have been proposed for process discovery so far assume a positive label for each given trace, 

i.e. the example is an instance of behavior that must be in the process model to be derived. In that sense, most discovery 

algorithms can be regarded as one-class supervised learning. Very few techniques have been presented that consider the dis- 

covery problem as a binary, two-class supervised learning task, i.e. using the real process executions as positive examples, 

but also traces representing behavior that is forbidden in the underlying system and should hence not be accepted by the 

process model to be derived. Clearly, the use of negative information can bring significant benefits, e.g. enable a controlled 

generalization of a process model: the patterns to generalize should never include the forbidden behavior. Another benefit is 

the ability to reduce the complexity of a model on those parts that do not contribute to differentiate between positive and 

negative examples. We ground our binary-class supervised approach on the duality between the marking equation of a Petri 

net [21] and the domain of convex polyhedra, which has been already exploited for process discovery in [5] . Remarkably, 

this approach is among the few that can discover the full class of pure P/T-nets, i.e. those with arbitrary arc weights and 

tokens. This aspect makes the approach well suited for domains where systems are complex (e.g. manufacturing). Even if 

the theory of polyhedra allows to capture non-unitary relations, it might make the model unnecessarily complex. In order 

to avoid this issue, it is necessary to remove or simplify the parts of the net that may not be essential for the underlying 

process. The technique based on the theory of polyhedra suffers from three main limitations, namely (i) it may discover 

large arc weights and tokens, (ii) it may allow for unwanted behavior, and (iii) it only uses heuristics to simplify the model. 

Hence, our previous work [19] extended the technique from [5] by an extra step to reduce the complexity of the polyhedron. 

This step focuses on half-spaces representing complex restrictions that can be relaxed while preserving the initial solutions, 

i.e. the positive traces. Additionally, forbidden traces can be encoded as negative points which must not be enclosed by the 

polyhedron, thus preventing some of the previously mentioned problems. Remarkably, in contrast with the work of [5] , this 

step is automated with the help of satisfiability modulo theory (SMT): constraints expressed as formulas in first-order-logic 

that enable to derive an optimal rotation and shift of the polyhedron half-spaces. 

Example 1. Consider the three models (Petri nets) of Fig. 1 and the logs L 

+ and L − representing respectively the observed 

and the undesired behavior of the system. The model on the left ( N 1 ) represents a system where an action c can only be 

fired once and when it is preceded by action a 2 . N 1 can replay all the traces in L 

+ , but not those in L −; we can conclude 

that it is fitting and precise. N 2 is also fitting, but it is too imprecise since it accepts some of the undesired behavior in 

L −, e.g. action c can be fired independently of the firing of a . Using the approach by [5] the first net is discovered while 

the second one can be discovered by the algorithms from [19] and this article using only positive information. It can be 

considered that the structure of the latter is less complex since it has less arcs and smaller weights. The problem with the 

transformation from N 1 into N 2 is that it introduces undesired behavior. Then net N 3 can be discovered using also negative 

information; it does not accept any undesired behavior and it is still less complex than N 1 . 

This paper extends our previous work [19] ; the main contributions are: (i) an improved SMT-encoding that reduces the 

complexity of the net globally rather than locally, i.e. it simplifies the whole incidence matrix rather than one half-space 

2 Notice that there is a safe Petri net which includes L + and excludes L −: we are using the unsafe models in Fig. 1 just as an illustrative example. 
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