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Abstract

A traditional classification approach based on keyword matching represents each text document as a set of keywords, without
considering the semantic information, thereby, reducing the accuracy of classification. To solve this problem, a new classification
approach based on Wikipedia matching was proposed, which represents each document as a concept vector in the Wikipedia se-
mantic space so as to understand the text semantics, and has been demonstrated to improve the accuracy of classification. However,
the immense Wikipedia semantic space greatly reduces the generation efficiency of a concept vector, resulting in a negative impact
on the availability of the approach in an online environment. In this paper, we propose an efficient Wikipedia semantic matching
approach to document classification. First, we define several heuristic selection rules to quickly pick out related concepts for a
document from the Wikipedia semantic space, making it no longer necessary to match all the concepts in the semantic space, thus
greatly improving the generation efficiency of the concept vector. Second, based on the semantic representation of each text doc-
ument, we compute the similarity between documents so as to accurately classify the documents. Finally, evaluation experiments
demonstrate the effectiveness of our approach, i.e., which can improve the classification efficiency of the Wikipedia matching under
the precondition of not compromising the classification accuracy.
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1. Introduction

The rapid growth of online documents in the World Wide
Web has raised an urgent demand for efficient and effective
classification algorithms to help people achieve fast navigation
and browsing of online documents [7, 17, 31]. In general, tradi-
tional document classification algorithms were developed based
on keyword matching [18, 13], whose basic idea is to represent
a document as a vector of weighted occurrence frequencies of
individual keywords, and then analyze the relevance of keyword
vectors to measure the text similarity of documents. However,
keyword matching techniques only take into consideration the
surface text information, and do not consider the semantic infor-
mation contained in documents, resulting in problems such as
semantic confusion caused by polysemy, and content mismatch
caused by synonym, thus reducing the effectiveness of the tech-
niques [12, 33, 5]. To solve this problem, a new technique
called Wikipedia matching was proposed [10, 11, 3, 1], whose
basic idea is to use the semantic concepts from Wikipedia as
an intermediate reference space, upon which a document is
mapped from a keyword vector to a concept vector, so as to
capture the semantic information contained in the document.
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As pointed out in [11], compared to other knowledge reposito-
ries, Wikipedia has the following advantages: (1) it has broad
knowledge coverage about different concepts; (2) its knowledge
concepts are always in step with the times; and (3) it contains
a lot of new terms that cannot be found in other repositories.
All the advantages enable Wikipedia matching to overcome the
semantic mismatch problem encountered in keyword matching
[1] and as a result improve the accuracy of document similar-
ity computation. Below, we use a simple example to show the
superiority of Wikipedia matching over keyword matching.

ID Document Content

Doc 1 Puma, an American Feline Resembling a Lion.

Doc 2 Puma, a Famous Sports Brand from German.

Doc 3 Welcome to Zoo, an Animal World.

Table 1: Three short text documents

Given three short text documents shown in Table 1, keyword
matching would mistakenly think that the similarity between
Doc 1 and Doc 2 is higher than that between Doc 1 and Doc 3,
because there is the polysemous keyword ‘Puma’ contained in
both Doc 1 and Doc 2. However, in the Wikipedia matching ap-
proach, the documents would be mapped into concept vectors
in the Wikipedia reference space by using keyword matching.
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