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a b s t r a c t

This study deals with the problem of consensus error calculation for linear multi-agent systems (MASs)
with system noises and measurement noises. It is supposed that there exist communication noises when
the information exchanges among distinct agents. The agents cannot reach consensus due to the exis-
tence of the system noises. We aim to design proper distributed control protocol to calculate the con-
sensus error for the MASs. The states of each agent and its neighbors are estimated by applying Kalman-
filtering theory. The distributed control protocol is designed by employing the estimated state infor-
mation. Then the consensus error is calculated via the unique solution of a Lyapunov equation. Finally, a
simulation example is presented to verify the correctness of the proposed results.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

The model of multi-agent systems (MASs) has attracted great
interest in the last decades due to its wide applications in the
research of sensor networks [1–3], neural networks [4,5], and
vehicle formations [6,7]. As one of the fundamental research topics
arising from cooperative control for multi-agent systems, con-
sensus control has received considerable attention in various sci-
entific fields ranging from mathematics to control engineering. For
the multi-agent systems, each agent can only acquire local infor-
mation about itself and its neighbors, and the objective of con-
sensus is to design distributed control protocol by using local
information such that all the agents reach to an agreement on a
common value for some interest. Plentiful results have been
reported in literature for various multi-agent systems, such as for
the MASs with time delay [8–10], with limited communication
data rate [11], with nonlinear dynamics [12–14], and so on.

Recently, the consensus problem for the MASs with commu-
nication noises has become an attractive topic. The heart of the
matter is to attenuate the effect of communication noises. In [15], a
time-varying gain, namely the stochastic-approximation type gain,
was first introduced in the consensus protocol. In [16], the
stochastic-approximation type gain was proved to be necessary

and sufficient for ensuring the mean square average consensus of
the first-order integral MASs. In [17], both cases of communication
noises and time delays were considered, and it is proved that the
stochastic-approximation type consensus protocol is still valid in
this situation. The consensus problems of second-order and gen-
eral linear dynamics were studied in [18,19], respectively, and it is
proved that the stochastic-approximation type conditions are still
necessary and sufficient for mean square average consensus.

However, stochastic system noises are unavoidable to affect the
dynamics of the agents in real world. The consensus problem for
the MASs with system noises is considered in [20,21]. In [20], a
robust consensus condition was given for a special class of MASs
motivated by the Vicsek model. In [21], the consensus convergence
for first-order, continuous-time multi-agent systems with input
noises was established. To the best of our knowledge, the con-
sensus problem for the multi-agent systems with both system
noises and communication noises has not yet attracted adequate
research attention.

Motivated by the above discussion, this paper focuses on the
observer-based distributed robust consensus control for the gen-
eral linear MASs with both system noises and communication
noises. It is assumed that there are N agents in the multi-agent
systems. The dynamics of each agent is a continuous-time control
systemwith system noises. Suppose that the output of the agent is
available via a noisy measurement equation. Moreover, it is sup-
posed that each agent receives information from its neighbors via
noisy communication channel. It is well known that the MASs
cannot reach consensus due to the existence of the system noises.
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Our aim is to design distributed control protocol to calculate the
consensus error for the multi-agent systems.

The rest of this paper is organized as follows. Section 2 contains
some preliminary results for graph theory, some basic facts about
consensusability for MASs without noises, and the problem for-
mulation of this paper. In Section 3, a distributed protocol is pro-
posed based on the estimated state information of the agent and
its neighbors, and the consensus error of the multi-agent systems
is obtained via the solution of a Lyapunov equation. In Section 4, a
simulation example is presented. Section 5 is a brief conclusion.

2. Preliminaries and problem formulation

2.1. Notations and graph theory

Rm�n denotes the set of m� n real matrices; 1n ¼
ð1;1;…;1ÞT ARn; In denotes the identity matrix with dimension n.
For a vector xARn, JxJ denotes its 2-norm. For a matrix AARn�n,
AT denotes its transpose;tr(A) denotes its trace; λiðAÞ, i¼ 1;2;…;n,
denote its eigenvalues; Re fλiðAÞg denotes the real part of λiðAÞ. For
a sequence of vectors α1;α2;…;αN , denotes col ½α1;α2;…;αN�¼
½αT

1;α
T
2 ;…;αT

N�T . A � B denotes the Kronecker product of matrices A
and B. E(v) denotes the mathematical expectation of the random
variable v. The notation δðt�τÞ denotes the delta function, i.e., δðt� τÞ
¼ 1 if and only if t ¼ τ, while δðt�τÞ ¼ 0 if and only if taτ.

In this paper, the communication topology of the MASs is for-
mulated by an undirected graph G¼ ðV; E;AÞ, where V ¼ f1;2;…;Ng
is a nonempty finite set of nodes and EDV � V is a set of edges. An
edge ði; jÞAE means that nodes i and j communicate with each other.
An undirected graph is connected if there exists at least one path
between any pair of nodes. The set of all the neighbors of node i is
denoted by N i ¼ fjAV j ðj; iÞAEg. A¼ ½aij�ARN�N is the adjacency
matrix of G. aij40 if and only if ðj; iÞAE. Moreover, we assume that
aii ¼ 0, for any iAV. It is noted that for an undirected graph G, A is a
symmetric matrix. The degree matrix D¼ diagfd1; d2;…; dngARN�N

is a diagonal matrix with di ¼
PN

j ¼ 1 aij, i¼ 1;2;…;N. The Laplacian
matrix LG ¼ ½lij�N�N is given by LG ¼D�A. Note that lij ¼ �aij for ia j,
and lii ¼ di for i¼ 1;2;…;N.

Lemma 1 (Godsil and Royle [22], Ren and Beard [23]). Let G be an
undirected graph, its Laplacian matrix LG is symmetric and for all
iAV , λiðLGÞZ0. Moreover, G is connected if and only if LG has exactly
one zero eigenvalue, and all the eigenvalues of LG can be written in an
ascending order as 0¼ λ1ðLGÞoλ2ðLGÞr⋯rλNðLGÞ.

2.2. Preliminaries on the consensusability for the MASs without
noises

In this subsection, we recall some basic facts with respect to the
consensusability of the MASs without noises. The dynamics of the
ith agent is described as

_xiðtÞ ¼ AxiðtÞþBuiðtÞ; i¼ 1;2;…;N: ð1Þ

Assume that (A,B) is stabilizable and the undirected communica-
tion graph G is connected. The definition of consensusability is first
introduced in [24] as follows.

Definition 1 (Ma and Zhang [24]). For the system (1), if there
exists a distributed protocol U such that

lim
t-1

JxjðtÞ�xiðtÞJ ¼ 0; i; j¼ 1;2;…;N; ð2Þ

for any initial value xið0Þ, then we say that MASs (1) is con-
sensusable with respect to U .

From [25], it is noted that if (A,B) is stabilizable, the following
Riccati equation

ATZþZA�ZBBTZþ In ¼ 0 ð3Þ

has a unique nonnegative definite solution Z.
According to the results of [24], the following distributed pro-

tocol

uiðtÞ ¼ K
X
jAN i

aijðxjðtÞ�xiðtÞÞ ð4Þ

can ensure (1) reach consensus, where K ¼max 1; ϵ�1
0

� �
BBTZ,

ϵ0 ¼ λ2ðLGÞ, and Z is the unique nonnegative definite solution of
(3).

Under the assumption that (A,B) is stabilizable and G is con-
nected, we note that the MASs (1) can reach consensus with
respect to (4) if and only if the following error system

_~δ ðtÞ ¼ ðA�B K
ð1ÞÞ ~δðtÞ ð5Þ

is stable, which equals to that A�B K
ð1Þ

is a Hurwitz matrix, where
~δðtÞ ¼ col½x2ðtÞ�x1ðtÞ; x3ðtÞ�x1ðtÞ;…; xNðtÞ�x1ðtÞ� is the global state

error vector; A ¼ IN�1 � A , B ¼ IN�1 � B; K
ð1Þ ¼ ðL1þ1N�1 � αT

1Þ �
K with

L1 ¼

d2 �a23 ⋯ �a2N
�a32 d3 ⋯ �a3N
⋮ ⋮ ⋮

�aN2 �aN3 ⋯ dN

2
66664

3
77775

and α1 ¼ ½a12; a13;…; a1N�T . Here, we would like to point out that
throughout the paper the notations aij ði; jAVÞ always denote the
adjacency elements as defined above.

2.3. Problem formulation

In this paper, we consider MASs composed of N agents with
undirected communication topology G. The dynamics of the ith
agent is described by the following linear time-invariant system:

_xiðtÞ ¼ AxiðtÞþBuiðtÞþwiðtÞ; ð6Þ

yiðtÞ ¼ CxiðtÞþviðtÞ; ð7Þ

where xiðtÞARn, uiðtÞARm, and yiðtÞARr denote, respectively, the
state, the control input, and the output of the ith agent; A and B are
constant known matrices with compatible dimensions; the initial
state of the ith agent is denoted by xið0Þ with mathematical
expectation and variance being χi and Σ ið0Þ, respectively;
fwiðtÞ : iAVg and fviðtÞ : iAVg are zero-mean white noises, and
have covariance Qδðt� τÞ and Rδðt�τÞ, respectively; QZ0 and R40.

The neighbors' interfered state information measured by agent
i is described as

yðiÞj ðtÞ ¼ CxjðtÞþθðiÞ
j ðtÞ; jAN i; ð8Þ

where the communication noise θðiÞ
j ðtÞ is assumed to be a zero-

mean white noise process with covariance Rδðt�τÞ. In this paper, it
is assumed that all the noises and stochastic variables are mutually
independent. The following assumptions are required in this
paper.
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