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Stream computing paradigm, with the characteristics of real-time arrival and departure, has 
been admitted as a major computing paradigm in big data. Relevant theories are flourishing 
recently with the surge development of stream computing platforms such as Storm, Kafka 
and Spark. Rough set theory is an effective tool to extract knowledge with imperfect 
information, however, related discussions on synchronous immigration and emigration of 
objects have not been investigated. In this paper, stream computing learning method is 
proposed on the basis of existing incremental learning studies. This method aims at solving 
challenges resulted from simultaneous addition and deletion of objects. Based on novel 
learning method, a stream computing algorithm called single-object stream-computing-
based three-way decisions (SS3WD) is developed. In this algorithm, the probabilistic rough 
set model is applied to approximate the dynamic variation of concepts. Three-way regions 
can be determined without multiple scans of existing information granular. Extensive 
experiments not only demonstrate better efficiency and robustness of SS3WD in the 
presence of objects streaming variation, but also illustrate that stream computing learning 
method is an effective computing strategy for big data.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

The unprecedented popularity of novel information technology and application schema, such as cloud computing, Inter-
net of things (IOT), and mobile interconnection, accumulate a large scale of data and promote the development of big data 
[2,7,39]. The essential characteristics of big data have been summarized by many scientists, and currently 5V model and 
5R model [8] are widely accepted. Generally speaking, data with any properties or requirements mentioned in 5V and 5R 
model can be considered as big data. Fast arrival, for example, is admitted as one of the most remarkable challenges. On 
one hand, desirable result of up-to-date data cannot be achieved in a limited time because of high velocity (defined in 5V), 
on the other hand the value of complicated applications [13,15,33] will be diminished if hidden knowledge is not extracted 
real-time (defined in 5R). Specifically, there are two major reasons:
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Fig. 1. Typical computing paradigm for big data [37].

The explosive generation of data in a limited time is ubiquitous. For example, CERN’s large hadron collider produce 
petabytes of data per second in the working status. Repeating such experiment is quite costly and thus one-pass scan of 
such application is very important.

In some other applications, however, data is poured from a tremendous number of interacting instances, despite the 
seemingly negligible contribution of each participant. Typical examples of this style include click stream, RFID data and GPS 
location information.

Obviously, these kind of data need to be processed in the manner of stream computing, i.e. computed the whole data 
segmentally and sequentially. To solve the dilemma of real-time and accurate, scholars have suggested a wealth of ideas and 
they can be categorized into two computing paradigms: batch computing paradigm and stream computing paradigm.

(1) Batch computing paradigm [46] stores and computes data in batches, whereas relations between batches are ne-
glected. In most cases, both stages are handled in a highly centralized way. As depicted in Fig. 1(a), batch computing 
launches only when accumulated data is abundant.

(2) Stream computing paradigm [31], however, performs data storage and computing in memory and consider the re-
lation of batches in the way of sliding window. As described in Fig. 1(b), no data exchange occurs between hard disk and 
memory.

Generally, any machine learning method can be customized into batch learning paradigm and stream computing 
paradigm. Incremental learning method can accelerate the speed of stream data. However, most of existing incremental 
learning method compute information addition and deletion separately, although both operations may be considered [14]. 
To implement stream learning paradigm more effectively, we term a new glossary called stream computing learning method.

Stream computing learning method is defined as a novel strategy whose operations towards objects immigrations and 
emigrations are conducted at the same time.

Obviously, stream computing learning method is more consistent to the connotation of stream computing paradigm as 
compared to classical incremental learning method. Currently, researches on the variation mechanism of data, fast real-time 
computing and approximate real-time computing are rather preliminary. It is undoubtedly that approximation instead of 
accurate answer is more likely to be achieved, therefore it is imperative to introduce new theory to facilitate the research 
of stream computing learning method.

Three-way decisions theory [43] is an important extension of rough set theory [34]. Decisions are determined if it 
is informative, otherwise will be deferred. It is a rather inclusive paradigm since the hidden structure used to support 
decision-making can be generated by any kinds of learning mechanism. Gradually, it has been recognized that the theory has 
incomparable advantages in solving complicated problem because of analogous cognitive mechanism shadowed in human 
[22,32,45]. Currently, the research direction of three-way decisions are mainly concentrated on the following aspects: 1) the 
basic theory of three-way decisions [9,11,16,17]; 2) three-way decision and rough sets theory [18,41,44,53,54]; and 3) 
clustering/classification based on three-way decisions [47–49].

The contributions of this paper are as follows. Firstly, it is the first time to systematically clarify the hierarchical struc-
ture of stream computing. From the coarsest to refinement, we have stream computing paradigm, stream computing learning 
method, and stream computing learning algorithms. Major differences against incremental learning lies in the level of stream 
computing learning method. While incremental learning method performs computations in the unit of information varia-
tion direction of dataset, i.e. either addition or deletion, stream computing learning method combines both immigrations 
and emigrations into an atomic operation unit. It is straightforward to see that the stream computing learning method is 
tightly coupled as compared to incremental learning method. Consequently, detailed stream computing learning algorithm 
is also different from incremental learning algorithm, making the knowledge updating more purposeful. Secondly, the use 
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