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Multigranulation rough set, which is constructed by a family of equivalence relations has attracted much 

attention, because it offers a theoretical framework for the problem solving in the view of multigran- 

ulation. However, the granular structure in the information systems often dynamically evolves over 

time. How to dynamically obtain the potential useful knowledge for decision making is of great sig- 

nificance in the context of multigranulation. Motivated by this requirement, in this paper, we present 

the definitions of equivalence relation matrix, diagonal matrix and cut matrix for a single granular 

structure in multigranulation rough set, and propose a matrix representation of multigranulation ap- 

proximations in optimistic and pessimistic multigranulation rough set. Then, corresponding matrix- 

based dynamic approaches for updating approximations are proposed in multigranulation rough set 

when a single granular structure evolves over time. The experimental evaluations show the effective- 

ness of the proposed matrix-based dynamic updating algorithms compared with the matrix-based static 

algorithm. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Rough set theory, which was originally proposed by Pawlak 

in 1980s, is a powerful mathematical tool for data analysis and 

knowledge processing [27,28] . It has been widely used in image 

precessing, machine learning, pattern recognition, data mining and 

other relevant areas. With respect to various requirements, sev- 

eral extensions of classical rough set model have been proposed 

[10,37,44–47,54] , such as variable precision rough set, rough set 

model in incomplete information systems, probabilistic rough sets, 

composite rough sets and multigranulation rough set. 

As is well-known that, classical rough set theory is constructed 

by the single equivalence relation, and it is too restrictive in many 

real application areas. In order to extend the application areas 

of rough set theory, Qian et al. proposed multigranulation rough 

set which includes optimistic multigranulation rough set and pes- 

simistic multigranulation rough set [31] . The universe is parti- 

tioned as a family of equivalence relations in multigranulation 

rough set. Since then, multigranulation rough set has become an 

important research topic, and many extensions of multigranulation 

rough set model have been proposed. For instance, Lin et al. dis- 

cussed the relationship between multigranulation rough set theory 
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and the evidence theory and proposed a fusion approach for deal- 

ing with uncertain data from multi-source systems [17] . Qian et al. 

extended multigranulation rough set from the equivalence relation 

to the tolerance relation [29] . Furthermore, Qian et al. developed 

multigranulation decision-theoretic rough set model using proba- 

bilistic theory and multigranulation rough set [32] . Lin et al. pre- 

sented covering-based multigranulation rough set and developed 

some properties and uncertainty measures of the covering-based 

multigranulation rough set [16] . To deal with the neighborhood 

information systems with heterogeneous attributes, Lin et al. de- 

veloped neighborhood-based multigranulation rough set [18] . Yang 

et al. presented multigranulation rough sets in incomplete infor- 

mation systems based on tolerance and limited tolerance relations 

[43] . She et al. investigated the topological structure of multigranu- 

lation rough set [34] . Feng et al.proposed variable precision multi- 

granulation decision-theoretic fuzzy rough set [6] . 

With the development of information technology, information 

systems dynamically vary in many real applications. How to effec- 

tively acquire useful information from dynamic information sys- 

tems has attracted much attention in recent years. In order to 

deal with dynamic information systems, many incremental ap- 

proaches for knowledge acquisition have been proposed by re- 

searchers. Based on the theories of granular computing and rough 

sets, Li et al. presented incremental knowledge discovery methods 

to handle big data with rich information [11,12] . From the view- 

point of rough set theory, incremental learning approaches mainly 
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focused on the following three aspects in dynamic information sys- 

tems. 

(1) Dynamic updating approaches under the variation of objects. 

Chen et al. presented a rough set approach for updating approx- 

imations in variable precision rough set when objects alter with 

time [5] . Hu et al. proposed knowledge maintenance approach 

for updating approximations in rough set model over dual- 

universes [7] . In addition, they developed incremental method 

for updating fuzzy probabilistic rough approximations with in- 

cremental objects [8] . Luo et a. presented dynamic approaches 

for updating approximations in probabilistic rough set model 

with increasing of objects [23] . Luo et al. proposed an ap- 

proach for updating approximation while objects are added into 

or deleted from set-valued ordered information systems [24] . 

Based on Bayesian decision procedure under dynamic granula- 

tion, Sang et al. proposed a method for updating parameters 

of each granular [33] . Shu et al. developed an incremental ap- 

proach for attribute reduction in dynamic incomplete informa- 

tion systems [36] . Yu et al. developed an approach for updating 

approximations in interval-valued decision information systems 

in dynamic environment while adding or removing objects [48] . 

(2) Dynamic updating approaches under the variation of attributes. 

Chan developed an algorithm for acquiring knowledge from 

large databases in order to deal with inconsistent data [1] . Li 

et al. presented incremental approaches for updating approxi- 

mations of a concept when attributes are added into or deleted 

from incomplete information systems under characteristic re- 

lations [13] . Li et al. proposed incremental algorithms for up- 

dating approximations in dominance-based rough set when at- 

tributes are added into or deleted from information systems 

[15] . Liu et al. presented a block-based boundary sets for up- 

dating approximations in probabilistic rough sets under the 

variation of attributes [20] . Shu et al. presented a positive re- 

gion based approach for dynamic attribute reduction when at- 

tributes vary [35] . Qian et al. proposed a theoretic framework of 

positive approximation for attribute reduction, which can effec- 

tively obtain reduction [30] . Zhang et al. proposed incremental 

approaches for updating approximations under dynamic varia- 

tion of attributes in interval-valued information systems [52] . 

Yang et al. proposed the methods for updating approximations 

and attribute reduction in multigranulation rough set under 

the increasing of granular structures [42] . Ju et al. presented 

approaches for updating approximations and attribute reduc- 

tion in multigranulation fuzzy rough sets when adding granular 

structures [9] . 

(3) Dynamic updating approaches under the variation of attribute 

values. Chen et al. developed dynamic approaches for updat- 

ing approximations while refining or coarsening attribute val- 

ues, which can effectively reduce the computational time [3] . 

Chen et al. proposed incremental approaches for updating ap- 

proximations of upward and downward union in dynamic in- 

complete information systems while attribute values are coars- 

ening or refining [4] . Luo et al. investigated incremental ap- 

proaches for updating rough approximations with the single 

value varies in set-valued decision systems [25] . Wang et al. pro- 

posed a dynamic attribute reduction approach based on infor- 

mation entropy under the variation of attribute values [39] . Li 

et al. proposed an approach for dynamic updating approxima- 

tions in dominance-based rough sets when some attribute val- 

ues vary [14] . Zeng et al. developed incremental updating ap- 

proximations approaches in fuzzy rough sets under the varia- 

tion of attribute values [53] . 

Generally speaking, matrix-based technique is a simple and ef- 

fective method for dealing with complicated data, which can be 

effectively used for dynamic knowledge acquisition. Zhang et al. 

proposed a parallel matrix-based approach for computing approx- 

imations in incomplete information systems [51] . Wang et al. pre- 

sented a boolean matrix approach for description of covering ap- 

proximation operators, and proposed a novel viewpoint to in- 

vestigate covering-based rough set [41] . Tan et al. proposed two 

kinds of descriptions in covering decision systems based on ma- 

trix, which are used into reduction and computing approximations 

[38] . Liu explored a matrix-based method for lower and upper ap- 

proximation operation of rough set [21] . Chen et al. proposed an 

approach for updating knowledge when objects and attributes si- 

multaneously vary in decision-theoretic rough sets [2] . Liu et al. 

proposed a matrix-based method for illustrating the incremen- 

tal processing in knowledge discovery [19] . Zhang et al. proposed 

composite information systems which include attributes of multi- 

ple different types, and presented matrix-based incremental meth- 

ods for updating approximations with the variation of objects [49] . 

Zhang et al. proposed a matrix-based incremental algorithm for 

updating approximations in set-valued information systems with 

the variation of attributes [50] . Luo et al. presented matrix-based 

dynamic approaches for updating approximations while the at- 

tributes are added into and deleted from set-valued ordered infor- 

mation systems [22] . Luo et al. proposed matrix-based incremen- 

tal approaches for updating approximations under the addition and 

the deletion of objects in decision-theoretic rough sets [26] . Wang 

et al. developed an incremental mechanism for updating approx- 

imations in dominance-based rough sets under simultaneous in- 

crease of objects and attributes [40] . 

However, to the authors’ best knowledge, matrix-based ap- 

proaches for dynamic updating approximations in multigranula- 

tion rough set have not been discussed so far. The main objec- 

tive of this paper is to present matrix-based approaches for up- 

dating lower and upper approximations in the context of multi- 

granulation rough set when a single granular structure is added 

into or deleted from information systems. Firstly, we introduce the 

definitions of equivalence relation matrix, diagonal matrix and cut 

matrix in terms of a single granular structure. Then, we present 

matrix-based dynamic algorithms for updating approximations in 

dynamic information systems when a single granular structure is 

added into or deleted from information systems. Finally, experi- 

mental results are performed to show the efficiency of the pro- 

posed matrix-based dynamic algorithms. 

The main contributions of this paper can be summarized as 

follows: (1) A matrix-based approach is proposed for calculating 

lower and upper approximations in the context of multigranula- 

tion rough set. (2) The matrix-based dynamic algorithms are de- 

veloped for updating multigranulation approximations when a sin- 

gle granular structure is added into or deleted from information 

systems. (3) The computational efficiency of the proposed dynamic 

algorithms outperforms the static algorithm. 

The rest of this paper is organized as follows. In Section 2 , 

we review several concepts in multigranulation rough set, and 

propose the matrix representation of lower and upper approxi- 

mations in multigranulation rough set. In Section 3 , we present 

a matrix-based dynamic algorithm for updating approximations 

when a single granular structure is added into information sys- 

tems. In Section 4 , we propose a matrix-based dynamic algo- 

rithm for updating approximations in optimistic and pessimistic 

multigranulation rough set when a single granular structure is 

deleted from information systems. In Section 5 , experimental eval- 

uations are conducted to verify the effectiveness of the pro- 

posed algorithms in comparison with the static algorithm. The 

paper ends with conclusion and further research directions in 

Section 6 . 
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