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HIGHLIGHTS

A cloud broker framework is proposed for bioinformatics applications.
The framework simplifies extending local resources to a multi-cloud environment.

Workflow improvement mechanism enhances submitted abstract workflows by exploiting parallelism.

]
[
o Simultaneous use of multiple computing resources from cloud and local clusters is enabled.
[ ]
[ ]

Scheduling algorithm decreases the workflow execution time for a given budget.
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The significant advancement in Next Generation Sequencing (NGS) have enabled the generation of several
gigabytes of raw data in a single sequencing run. This amount of raw data introduces new scalability
challenges in processing, storing and analyzing it, which cannot be solved using a single workstation,
the only resource available for the majority of biological scientists, in a reasonable amount of time.
These scalability challenges can be complemented by provisioning computational and storage resources
using Cloud Computing in a cost-effective manner. There are multiple cloud providers offering cloud
resources as a utility within various business models, service levels and functionalities. However, the
lack of standards in cloud computing leads to interoperability issues among the providers rendering the
selected one unalterable. Furthermore, even a single provider offers multiple configurations to choose
from. Therefore, it is essential to develop a decision making system that facilitates the selection of the
suitable cloud provider and configuration together with the capability to switch among multiple providers
in an efficient and transparent manner. In this paper, we propose BIoCLOUD as a single point of entry
to a multi-cloud environment for non-computer savvy bio-researchers. We discuss the architecture and
components of BloCLouD and present the scheduling algorithm employed in BioCLouD. Experiments with
different use-cases and scenarios reveal that BioCLouD can decrease the workflow execution time for a
given budget while encapsulating the complexity of resource management in multiple cloud providers.
© 2016 Elsevier B.V. All rights reserved.

1. Introduction

technologies which lead to accelerated generation of digital
biological information in unprecedented amounts. The emergence

The last decade have witnessed rapid advances in the field  of high-throughput NGS has revolutionized genomics research by

of genomics thanks to the evolution of the genome sequencing
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providing an astounding cost reduction making the whole genome
sequencing possible for as low as $1000 [1] and hence making
the technology pervasive. The availability of NGS on a wider scale
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with its decreased cost and high-throughput have paved the way
for more complex NGS data at a rate outpacing the advances in
computation and storage capacities [2].
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Minimizing the impact of the increased data complexity
requires scalable solutions for storing and analyzing massive NGS
data. The scalability issues of NGS drives the efforts to cloud
computing, which is converging as a frontier to address this class of
problems by enabling large scale computing resources on demand,
tailored to specific requirements in a pay-per-use manner [2].
Cloud computing renders maintaining large clusters unnecessary
while handling peak-time loads and addressing issues such as
availability, load balancing and fault tolerance.

Cloud providers tend to offer resources through their custom
APIs which restrict the development of the tools with respect
to the vendor specific APL. In the long term, customers are
restricted to the vendor and cannot migrate from one cloud
provider to another seamlessly. The proposed BioCLoup' employs
a Multi-Cloud [6] model and acts as a broker across the resources
of multiple cloud providers. Considering the vast number of
hardware profiles available for selection in cloud providers, the
complexity of determining the hardware profiles to be used and
their quantity can be overwhelming not to mention the complexity
of resource provisioning and configuration. Note that there are 38
current generation “instance types” in EC2 [7] and 19 “flavors” in
Rackspace [8] available to choose. Some of these hardware profiles
are optimized for memory, CPU, storage, etc. BioCLoUD analyzes
workflow steps and evaluates hardware profiles in available
resources while considering user requirements such as deadline,
budget, etc. in order to determine the type and number of resources
to be used for each of the workflow steps individually. BioCLouD
ensures the availability of resources for workflow execution by
provisioning resources in such a way that the resources are neither
wasted nor additional delay occurred due to the waiting time
for resource initialization (i.e., booting the resource, dynamic
cluster configuration on the cloud, etc.). This requires a scheduling
algorithm which considers several resource options (hardware
profiles in cloud providers, possibility of configuring a cluster in the
cloud and determining the number of compute nodes to be used)
and the possibility of exploiting parallelism which is the main focus
of this paper. Scheduling may not yield the best solution unless
an accurate estimation for the running times cannot be attained.
BioCLoub exploits its profiler to keep the execution times of the
tools on the given resources considering the size of the input and
output files. This enables a means to estimate the execution time
of the workflow steps. Scheduler employs resource manager to
ensure availability of the resources before the workflow steps are
dispatched for execution. Scheduler also evaluates the workflow
steps for parallelism and modifies workflows to enable parallelism
if possible. Scheduler cooperates with the workflow manager and
takes care of the required manipulations on the data and tool
settings.

BioCLouD encapsulates all the complexity of resource manage-
ment and provides a single entry point to create custom work-
flows and run them in a simple and efficient manner through its
user-friendly web-interface. The public virtual machine (VM) im-
age we provide [5] can be employed to start a BloCLoUD instance.
We assume BioCLouUD users have an existing account in at least
one of the cloud providers. In order to start using BioCLouD, users
create a BioCLoup account through the web-interface, and com-
plete their profiles by providing the available resources to be used.
The resources can be cloud account(s), local clusters, servers, and
datasets. Then a BioCLouD instance is started on the cloud using the

1 The term BioCroup is also used by the Beijing Institute of Genomics [3]
to denote their bioinformatics cloud system. Recently, the term BioCLouD
has been used as a general term to indicate the cloud-based bioinformatics
applications [4]. In this paper, the term BioCLoup denotes our multi-cloud
bioinformatics framework [5].

provided cloud credentials. Once the instance is initialized, work-
flow manager interface (Galaxy [9]) is presented to the user which
runs on one of the resources provided by the user. The workflows
created by the user are executed over the computational resources
defined earlier. If multiple computational resources are available,
jobs in a multi-step workflow can be run on different resources
based on the scheduling algorithm and the user requirements. Bio-
CLoup strives to exploit parallelism to reduce the overall workflow
execution time by running parallel steps using different computing
resources or dividing a single step into multiple parallel steps by
partitioning the input data and computation, whenever possible.

BioCLouD offers a loosely coupled architecture through its
service oriented architecture. BioCLouD Portal web-service is
employed to expose some of the functionalities of the system
so that some of the workflow decisions (i.e., when to dispatch
a workflow step and where to run this step) are delegated to
the BioCLouD Portal web-service. This enables modularity where
scheduling logic is separated from the core workflow system. This
provides the flexibility of updating the scheduling algorithm and
other features of the system (i.e., improving abstract workflows
submitted by the user and presenting the new workflow for
execution) without requiring a software update on the user side.

The rest of the paper is organized as follows. Section 2 compares
the features of the proposed work with notable studies from the
literature. Section 3 details the proposed BioCLouD architecture.
The proposed scheduling algorithm is discussed in Section 4.
Section 5 demonstrates the features of the proposed system by
evaluating BioCLouD using two real-life use-cases. Finally, the
concluding remarks are given in Section 6.

2. Related work

The vast amount of data generated by NGS platforms poses
a challenge to store, access and manipulate data in an efficient
manner within a reasonable amount of time. A single worksta-
tion is often not sufficient to complete the analysis in a reason-
able amount of time and organizations need to own and maintain
specific type of hardware to handle operations in such scale. To
remedy the problem, some efforts have focused on parallelizing ex-
isting tools using various distributed memory parallelism schemes,
such as MPI (Message Passing Interface) [10,11] or MapReduce
[12,13]. However, both approaches require dealing with complex
software frameworks and hence require experienced developers
for efficient parallelization, and also experienced users to use de-
veloped applications.

In the rest of this section, we discuss various frameworks com-
monly used in bioinformatics based on the underlying infrastruc-
ture they support.

2.1. Web-based frameworks

Many frameworks, such as Grendel [ 14], provides a web service
based architecture to access high performance computing (HPC)
resources. Web services can be invoked remotely so that the func-
tionality of the deployed tools can be exposed on the network with-
out interoperability concerns. However, computational resources
are limited with the maintained HPC resources. MG-RAST [15] is an
open source platform specialized in metagenome analysis. Users
can analyze their data through the offered analysis pipeline. The
jobs and the data made public by the user are stored in the system
indefinitely which makes MG-RAST a repository for metagenomic
data.

Anvaya [16] provides a platform to conduct automated genome
analysis by interfacing with several bioinformatics tools and
databases. BioExtract server [17] enables the researchers to ap-
ply the analytical tools over the data extracted from several
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