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a  b  s  t  r  a  c  t

One  of  the  research  problems  investigated  these  days  is early  fault  detection.  To this  end,  advanced
signal  processing  algorithms  are  employed.  The  present  paper  makes  an  attempt  at  early  fault  detection
in  a gearbox.  In  order  to evaluate  its technical  condition,  artificial  neural  networks  were  used.  Early
fault  detection  based  on  support  vector  machines  is a relatively  new  and  rarely employed  method  for
evaluating  condition  of  machines,  particularly  gearboxes.  The  available  literature  offers  very promising
results  of using  this  method.  In order  to compare  the  obtained  results,  a multilayer  perceptron  network
was  created.  Such  standard  neural  network  ensures  high  effectiveness.  The  vibration  signal  obtained  from
a sensor  is  seldom  a material  for direct  analysis.  First,  it needs  to be processed  to  bring  out  the informative
part  of  the  signal.  To  this  end, a wavelet  transform  was  used.  The  presented  results  concern  both  a “raw”
vibration  signal  and  processed  one,  investigated  for  two  neural  networks.  The  wavelet  transform  has
proved  to improve  significantly  the  accuracy  of condition  evaluation  and  the results  obtained  by  the two
networks are consistent  with  one  another.

© 2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Methods for controlling technical condition of machinery are
still a matter of research. This is due to the fact that manufacturing
companies seek for techniques that would allow for reducing both
maintenance and production costs by both preventing stoppages
caused by machinery breakdowns and prolonging machine work-
ing time. The use of a vibration signal in diagnostic systems is widely
employed, particularly when it comes to machines with rotating
elements. Evaluating the general condition of a machine and dis-
tinguishing basic defects, such as unbalance or shaft misalignment,
does not pose any problems these days. Scientists and machinery
diagnostics companies have long been investigating methods that
enable early fault detection. As for gearboxes, which are an impor-
tant component of the powertrain, the early fault detection involves
the diagnostics of gears and bearings, as these critical elements on
which the gearbox reliability depends are most prone to damage.

The basic diagnostic signal involves measuring vibrations
mainly on a gearbox body. The traditional methods of signal analy-
sis involve analyzing time and frequency domains. The first method
mainly consists in calculating statistical features, while the fre-
quency analysis brings out the signal structure which can then
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be used to draw conclusions about object condition. At present,
numerous diagnostic methods are being developed; the ones that
are rarely used in gearbox diagnostics include a recurrence plot
[1] (detecting faults in gears) or bispectrum [2] (detecting faults
in bearings). Additionally, principal component analysis (PCA) or
canonical discriminant analysis (CDA) is used to conduct prelimi-
nary signal processing at redundant data [3].

The use of a wavelet transform (WT) has been very popular for
two decades. The popularity is due to advantageous properties of
this transformation and availability of computer software [4]. The
WT is used in different fields of science, like medicine, biology and
engineering; it is also employed to process signals and images. In
engineering, the signal analysis mainly consists in signal structure
visualization [5], denosing [6,7], compression [8] and decomposi-
tion [9]. Depending on a machine type and operational conditions,
diagnostic signals can be non-stationary. One of the most frequently
used methods for analyzing such signals is the short time Fourier
transform [10]. However, a shortcoming of this method is constant
window length in the course of analysis, which results in con-
stant time-frequency resolution. In the WT,  the higher the signal
frequency is, the narrower the window, which leads to reaching
an advantageous compromise between the resolution in time and
scale (scale is interpreted similarly to frequency). In the studies
devoted to gearbox diagnostics, the WT  is more and more often
one of the stages of the diagnostic procedure [11,12], and not its
main or only element [13].
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The diagnostic systems which perform diagnosis in an auto-
matic manner need methods that allow for evaluating technical
condition of a given object without the participation of a diagnoser.
It seems that such task can be accomplished using methods based
on artificial intelligence. Such methods include, among others,
genetic algorithms, fuzzy logic, expert systems as well as artificial
neural networks (ANNs), which were used in the present study.
Two basic tasks that ANNs are applied to include: classification of
technical condition and/or predicting changes in an object being
studied (regression analysis). ANNs model non-linear relationships
between diagnostic signals (or their parameters) and object con-
dition. According to [14], which discusses the over a decade-long
application of ANNs to the diagnostics of cutting tools, the most
popular network type is a multilayer perceptron (MLP), in which
learning is done by means of a back propagation algorithm. This
network has proved to be effective in many applications. However,
a shortcoming of this network and other traditional networks is
the risk of overlearning, i.e. limited generalization of the acquired
knowledge. Support vector machines (SVMs) invented by Vapnik
are relatively less popular [15]. In contrast to the traditional ANNs
based on empirical risk minimization (ERM), SVMs are based on
structural risk minimization (SRM), which results in their better
properties of knowledge generalization [16]. There are relatively
few studies devoted to technical condition evaluation based on
SVMs, especially with regard to gearboxes. Yet, the results obtained
by the authors of these studies are very promising. The studies
devoted to comparing the SVM results and the ones obtained for
other networks reveal that the results obtained for SVMs are bet-
ter [16–18]. The fundamental aim of the SVM is to separate two
classes by means of a hyperplane described by support vectors.
For data that are not linearly separable, projecting into a different
functional space is done where the data can be linearly separated.

The present study was undertaken to evaluate the condition of
a gearbox using two networks: SVM and MLP. The latter network
was used only for comparative reasons, as its effectiveness had been
reported by many studies. The authors of the present paper had suc-
cessfully used this network, too. A continuous wavelet transform
(CWT) decomposes the vibration signal into wavelet coefficients.
Such transformation allows for extracting signal characteristics
that are invisible in timing. Next, the selected coefficients were used
as input data for the ANN.

2. Experimental tests

The experimental tests were conducted at constant maximum
rotational velocity and under constant load of 34% of the maximum
load. The test stand and the measuring circuit are shown in Fig. 1.
The tested gearbox was a one-step bevel regulator with circular-
arc teeth. The experiments were performed on two  gearboxes: a
gearbox that was in good condition and a damaged one. The gears
of the damaged gearbox were in the initial stage of scuffing.

The sampling frequency of the vibration acceleration signal was
40 kHz, while the meshing frequency was 1960 Hz. An example of
the vibration signal for the two gears and their parameters is shown
in Fig. 2.

2.1. ANN input data selection by CWT

The transformation of a signal from the time domain to wavelet
coefficients allows for signal decomposition. The CWT  is defined in
the following way [4]:

CWT(a, �) = 1√|a|

∫ ∞

−∞
x(t) ∗

(
t − �

a

)
dt (1)

Fig. 1. Test stand; 1,2-triaxial vibration acceleration sensor B&K, 3-tested gearbox,
4-driving motor, 5-multiplier, 6-water brake, 7-coupling, 8-signal conditioner, 9-NI
measurement card, 10-PC [19].

where � is the position parameter, a is the scaling parameter,   is
the mother wavelet, and  * is the complex conjugate of  .

The mother wavelet is a function whose values oscillate around
zero. This function is used to create a set of wavelets by changing
the scaling parameter a and the wavelet position parameter �. The
wavelet coefficients are obtained by “comparing” the wavelet with
the signal, and they are interpreted as the correlation measure of
signal and wavelet. For this reason, the choice of mother wavelets
is so important. The wavelet should have a shape similar to that of
the signal generated by the phenomenon being analyzed, however,
such piece of information is usually unavailable. Eleven types of
wavelets were tested to find the optimal one: Morlet, biorthogonal
3.1, Coiflet 3, Daubechies 4, Dmeyer, Gaussian, Haar, Mexican hat,
Meyer, ReverseBior 3.1 and symlet wavelets. To this purpose, neu-
ral network classifiers (MLP) were created. Parameters such as the
number of neurons in the hidden layer, epoch training and activa-
tion functions were found to be the same. Since the MLP  networks
were created to find the best wavelet, the above-mentioned param-
eters were not optimal to this end. The results are shown in Fig. 3.
The most suitable type of wavelet in the investigated case is the
Haar wavelet.

The number of scales for which the analysis was performed was
set to 27 so as to avoid generating an excessive number of data. The
interpretation of the scale is similar to that of the frequency – the
higher the frequency is, the lower the scale number. Nine scales
were selected, from 17 to 25, in the range of clear changes in the
signal frequency. Due to the direct use of wavelet coefficients as an
input to the neural network, all information is transferred to the
neural network. If statistical features were used, the information
could be incomplete. This can be seen both in Fig. 4, which shows
gears in good condition, and in Fig. 5, which illustrates damaged
gears.

3. Artificial neural networks

3.1. Multi layer perceptron

The MLP  network is a unidirectional network with one input and
one output layer, and – in this case – with one hidden layer (Fig. 6).
The number of neurons in the input and output layers is equal to the
number of input and output variables. To accomplish most tasks,
one hidden layer is sufficient, and the number of neurons in this
layer greatly affects operational correctness of the network. The
more complex the problem is, the more neurons are needed to map
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