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h i g h l i g h t s

• Shows and classifies different approaches applied to VM placement and migration.
• Presents parameters taken and metrics used in problem solving.
• Reviews existing problems and current proposed solutions.
• Discusses the coverage and omissions of existing proposals.
• Outlines open issues and discusses some directions for solutions.
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a b s t r a c t

Cloud computing is a model for providing computing resources as a utility which faces several challenges
on management of virtualized resources. Accordingly, virtual machine placement and migration are
crucial to achieve multiple and conflicting goals. Regarding the complexity of these tasks and plethora
of existing proposals, this work surveys the state-of-the-art in the area. It presents a cloud computing
background, a review of several proposals, a discussion of problem formulations, advantages and short-
comings of reviewed works. Furthermore, it highlights the challenges for new solutions and provides
several open issues, showing the relevancy of the topic in an increasing and demanding market.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

In cloud computing environments, physical machines (hosts,
servers or PMs in short) are used by customers in a multi-tenant
manner, conventionally implemented by virtualization technol-
ogy. This way, each PM hosts several virtual machines (VMs) from
different customers to enable resource sharing [41,49]. That al-
lows customers to use apparently infinite computing resources
on-demand, according to hosted services and end-users needs.
Actually, the apparently infinite resources customers guess are
limited and need to be managed properly to avoid resource
wastage [4,27,65,79]. Resource mismanagement can bring a lot
of problems, either to cloud provider such as to customers and
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their end-users. Someproblems include bad service quality leading
to violation of service level agreements (SLA), energy wastage,
excessive heating and carbon emissions, increased costs, revenue
loss, and so on. Concerned on these problems, there are several
proposals to achieve efficient resource management on the cloud,
showing high interest on this topic. Such proposals are discussed
along this work.

In virtualized clouds, VM placement is the decision making
process of selecting a destination server to host a VM [26], ac-
cording to VM requirements and server available resources [73].
The process of moving a VM from a host to another one is called
VM migration. Live VM migration is the process of moving VMs
without neither disrupting their services nor disconnecting end-
users, causing the minimum service downtime as possible and
seamlessly transferring the entire VM to the destination host.

Commonly the terms VM placement and VM migration are
used as synonyms, which may cause some confusion. In this
survey, they are distinguished as stated above. In virtualized
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cloud environments, the main concern is to choose which server
to firstly place or where to migrate VMs. These decisions have
to be made autonomously by some cloud management tool on
behalf of customers, which do not determine where to place
their VMs. Customers usually only sign a service level agreement
(SLA) defining the quality of service (QoS) to be fulfilled by the
provider [10,18,80]. However, it is very difficult to determine
VM placement due to complexity and extension of a cloud en-
vironment, taking into account, for instance: (i) the physically
distributed machines connected thought WAN links with higher
delay than LAN; (ii) multi-dimensional VM requirements to be
met for a single PM, such as CPU, RAM and storage capacity;
(iii) maximization of resource utilization into a given PM to re-
duce the number of active servers, while fulfilling customers SLAs;
(iv) balance the load among existing PMs and network links to
avoid congestions and concurrency; (v) fault-tolerance compli-
ance; etc.

Initial VM placement often needs to be further rearranged due
to changes in applications load, scheduled server maintenance,
over or under utilization of a given host, necessity to scale VM
resources up or down, consolidation of servers to reduce energy
consumption, occurred faults, maintenance, etc [33,41,46,56,115].
That is why VM migrations have to be performed with some
frequency, which can be static or dynamically adjusted. Mistaken
VM placement andmigration decisions, as well as incorrect migra-
tion frequency, may cause a lot of problems, including: resource
wastage by some customers and absence of them to other ones;
performance degradation of hosted services; increase of energy
consumption and costs; profit reduction; inability to attract new
customers due to the lack of resources or bad service quality; in-
crease of carbon dioxide emissions; SLA violations due to overload
caused by misplaced VMs; and excessive VM migrations, causing
overhead of available resources.

Although VM migrations are fundamental for resource man-
agement in cloud environments, there is usually a high overload
associated with them. Such migrations, if excessively done and at
inadequate moments, can compromise not only the performance
of VM hosted services, but services of other VMs too, considering
the shared cloud environment [53,96].

There are also different goals for VM placement and migra-
tion which can be considered, such as energy saving and cost
reduction; load balancing; reduction of SLA violations, network
delay, congestion, service downtime; etc. It is clear the relevance
of the presented topic nowadays and the challenges for resource
management,mainly concerning different and sometimes conflict-
ing goals. Therefore, considering the lack of an updated and in-
depth survey on this topic, the current work aims to present a
comprehensive review of the state-of-art on VM placement and
migration in cloud computing data centers.

Accordingly, the surveying goals are to: (i) collect the most
relevant proposals for VM placement and migration; (ii) show
and classify different approaches applied to VM placement and
migration problems; (iii) present parameters and metrics used
in the problem solving; (iv) determine existing problems with
current solutions; (v) present the limitations of current proposals;
(vi) discuss the coverage and omissions of presented solutions;
(vii) discuss different aspects to be concerned in solving these
problems; (viii) present and discuss different points-of-view, such
as provider, customer and end-users views; (ix) discuss the trade-
offs among different and even conflicting goals from several pro-
posals and (x) outline open issues and discuss some directions for
solutions.

After defining the review goals above, a major question is
formulated to be answered at the end of the review process, as
follows:

Q.What is the resource which, when overloaded, is more deter-
minant for VMmigration?

In the literature, the terms ‘‘server consolidation’’ and ‘‘VM
consolidation’’ have been used with the same meaning. They are
used interchangeably along the text.

The rest of the paper is organized as follows. Section 2 presents
a background on VM placement and migration. Section 3 sum-
marizes previous surveying efforts. Section 4 to 10 reviews and
categorizes several existing proposals. Section 11 presents and
discusses some anomalies in existing VM placement proposals.
Section 12 compares reviewed proposals by presenting multiple
aspects covered by each one. Section 13 highlights several open
issues. Section 14 presents a discussion about VM placement and
migration and gives some directions. Lastly, Section 15 presents
the conclusions and acknowledgments.

2. Background on virtual machine placement and migration

Cloud computing is a term having many different defini-
tions [5,25,30,35,70,99]. However, themost complete and common
referenced one comes from the U.S. National Institute of Standards
and Technology (NIST), defining it as:

’’a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction.
This cloud model is composed of five essential characteristics,
three service models, and four deployment models’’ [61].

With the emerging of cloud computing, some other terms have
been emerged too. This section covers the background on cloud
computing technology and taxonomy used along this survey.

Cloud providers usually deliver three service models: infras-
tructure as a service (IaaS), platform as a service (PaaS) and soft-
ware as a service (SaaS) [17,19,61,69,111,112]. Fig. 1 depicts the
layered architecture of them.

In the IaaS layer, physical resources such as computing power,
storage and network bandwidth are rented to customers to host
their services. In that layer, virtualization technology is commonly
used to allow multi-tenancy of physical hosts [8,19,56,68,86,111].
In virtualized clouds, customers directly using this layer have over-
all control of their VMs, deciding which operating system (OS) to
use, permissions and access control of OS users, desired applica-
tions and tools to install, software configurations and everything.
According to [47], ’’a virtual machine is an abstract unit of storage
and computing capacity provided in a cloud’’. It is frequently seen
as a black box containing basic (OS) and application software
running isolated from the host OS [24,45,87,101]. A VM is a com-
plete computer systemwhich runs in an isolated environment [84]
and whose hardware is emulated through software. Actually, in
traditional virtualization techniques, VMs do not know they are in
fact a VM. The set of virtualized software and hardware works as a
PM.

The PaaS layer is on top of the IaaS and provides application ex-
ecution environments for developers to deploy applications easily,
without concerning the underlying operating system and platform
installation and configuration for software execution. This layer
may provide a set of different programming language runtimes,
libraries and frameworks to run applications. It can host other
platform tools, required by the most common applications, such
as application servers, web servers and database management
systems (DBMS).

At the SaaS layer, other customers can benefit from applications
already deployed on the PaaS layer. SaaS customers only have to
take care of configuring applications to be used by their end-uses.
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