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a  b  s  t  r  a  c  t

Churn  prediction  is an important  application  of  classification  models  that identify  those  customers  most
likely  to  attrite  based  on  their  respective  characteristics  described  by  e.g.  socio-demographic  and  behav-
ioral  variables.  Since  nowadays  more  and  more  of  such  features  are  captured  and  stored  in  the  respective
computational  systems,  an  appropriate  handling  of the  resulting  information  overload  becomes  a  highly
relevant  issue  when  it comes  to  build  customer  retention  systems  based  on  churn  prediction  models.  As
a  consequence,  feature  selection  is  an important  step  of  the  classifier  construction  process.  Most  feature
selection techniques;  however,  are  based  on statistically  inspired  validation  criteria,  which  not  necessar-
ily  lead  to models  that  optimize  goals  specified  by  the  respective  organization.  In  this  paper  we  propose  a
profit-driven  approach  for classifier  construction  and  simultaneous  variable  selection  based  on  support
vector  machines.  Experimental  results  show  that  our  models  outperform  conventional  techniques  for
feature selection  achieving  superior  performance  with  respect  to business-related  goals.

©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Classification is a very relevant task in many profit-driven appli-
cations, such as e.g. credit scoring or customer retention [3]. It has
been shown that the performance of a classifier can be improved
by concentrating on the most relevant features used for classifier
construction. Such variable selection has important advantages:
first, a low-dimensional representation of the objects enhances
the predictive power of classification models by decreasing their
complexity. Having less features also leads to more parsimonious
models which in turn contributes to reduce the risk of overfitting
[9] caused by the curse of dimensionality [19,30].

Additionally, it allows a better interpretation of the classi-
fier, which is particularly important in business analytics. Many
machine learning approaches are usually labeled as black boxes
by practitioners, who therefore tend to be reluctant to use the
respective methods [10]. A better understanding of the process that
generates the data is therefore of crucial importance in business
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analytics for decision-making, e.g., by identifying those attributes
that permit explaining customers’ decisions [7].

In the past, statistically inspired techniques have been the most
frequently used approaches to validate both classifiers as well as
feature selection methods. Recently, profit-based measures have
been suggested for classifier validation [35]. In this paper we go
one step further and adapt the idea of profit-driven metrics also
to the task of feature selection by introducing several embedded
methods combining the method Holdout support vector machine
(HOSVM) [26] with various validation measures.

To the best of our knowledge, profit-driven feature selection is a
novel approach that has not yet been covered in the data mining and
machine learning literature. Most of the work in business analyt-
ics and feature selection applies traditional, statistically grounded
techniques without taking into account profit-related issues. Our
experiments underline that the proposed methods outperform
alternative techniques and provide classifiers with highly relevant
features, thus reducing the risk of overfitting while increasing the
related profit at the same time.

The remainder of the paper is organized as follows: Section 2
describes the cost benefit analysis in the context of customer reten-
tion. Section 3 presents support vector machines for classification
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and the feature selection techniques studied in this work. The pro-
posed profit-based approach for feature selection and classification
is presented in Section 4. Section 5 provides experimental results
using real-world datasets. A summary of this paper can be found
in Section 6, where we provide its main conclusions and address
future developments.

2. The cost benefit analysis framework for customer
retention

Trying to retain customers that are about to leave the company
is one of the most important tasks in the service industry, mainly in
the banking and telecommunications sector. This is driven by the
increasing number of customers willing to change their provider,
and the strong competition for attracting new ones. Therefore,
there is an urgent need to develop and apply accurate models in
order to identify current customers who are most likely to leave the
company in a given period of time. Churn can be observed in two
different ways, voluntary,  meaning that the customer decides to
terminate the contract, or involuntary, where the company decides
to finish the contract with the customer [4]. In the present work we
focus on churn as a voluntary decision.

If a company is able to identify potential churners, the next step
is to develop marketing campaigns, and retention strategies focus-
ing on this particular group, thus enhancing customer loyalty and
leading to major benefits, such as e.g.:

• Loyal engaged customers, can generate 1.7 times more revenue
than other customers [18].
• A direct impact on profitability: a 5% increment in the customer

retention rate may  lead to a 18% reduction in operational costs
[18].
• A decrease of money misspending, focusing resources on churn

candidates instead of the whole customer database, reducing
marketing and operational costs [15].

According to this, the churn rate is explicitly included in the
following customer lifetime value (CLV) formula [4]:

CLV =
∞∑

t=1

m(1 − c)t−1

(1 + r)t−1
= m

(1 + r)
(r + c)

(1)

where c is the annual churn rate and m stands for the mean of
the annual profit contribution per customer. Parameter r is the
annual discount rate. There are two classical approaches to deter-
mine this value. The first one is the company’s weighted average
cost of capital (WACC). The second one is to use the discount rate of
the particular industrial sector. Given this formula, and understand-
ing the CLV as the net present value of the profit for a customer, a
decreasing churn rate will impact heavily on the company’s prof-
itability.

Churn phenomena can be modeled either with time-dependent
techniques [4], or with single period future predictions. In the first
category, this kind of models tries to not assume that the churn will
occur in a given period, determining probabilities of churning up
to a number of months, and taking into consideration time-varying
covariates [4]. In the latter, we find approaches aiming to predict
if a customer decides to churn in the next period, where the most
common approaches are based on statistical methods, such as logis-
tic regression [8,23,29], non-parametric statistical models such as
k-nearest neighbor [13], decision trees [39], and other machine
learning techniques [15,36]. A review on customer churn prediction
modeling can be found in [37]. Here we use SVM classifiers to pre-
dict churn in a single period. Churn rates usually are below 5% [35]
for this kind of classification models, leading to the class-imbalance
problem as will be seen in Section 5.

3. Feature selection for SVM

In this section we present the foundations of SVM for binary
classification and the different feature selection strategies available
in the literature, and we provide a brief description of each method
used in this work.

3.1. Binary classification with support vector machine

Among existing classification methods, support vector machine
provides several advantages such as adequate generalization to
new objects due to the structural risk minimization principle,
absence of local minima via convex optimization, and represen-
tation that depends on only a few data points (the support vectors).
All these features reduce the risk of overfitting in classification
[34]. Additionally, the introduction of kernel functions for nonlin-
ear classification enhances performance via flexible classifiers, in
contrast to traditional techniques such as logistic regression.

Let F be the feature set, xi ∈ R|F| the feature vector and yi ∈ { −1,
1} the class label of object i, i = 1, . . .,  N. T = {(xi, yi); i = 1, . . ., N}
denotes the training set.

In our case, xi is the feature vector describing customer i and yi
indicates his/her class label; churners (non-churners) are identified
by yi = 1 (yi = −1).

Linear SVM constructs an optimal hyperplane f(x) = w�x + b
which tries to correctly separate one class from the other. To
achieve this optimal hyperplane, SVM aims to maximize its margin,
defined as the sum of the distances (with a given metric) between
the hyperplane to the closest positive and negative training pat-
terns. This is equivalent to minimizing the Euclidian norm of w
[34]. Given that a perfect separation between the two  classes is not
always possible, a slack variable �i is introduced for each training
vector xi, i = 1, . . .,  N whereby C is used as a penalization parameter
to control the training error [34] as shown in model (2).

min
w,b,�

1
2
‖w‖2 + C

N∑
i=1

�i

s.t. yi · (w�xi + b) ≥ 1 − �i, i = 1, . . .,  N,

�i ≥ 0, i = 1, . . .,  N.

(2)

The previous formulation can be extended to nonlinear classi-
fiers by using the kernel trick: the training samples are mapped into
a higher dimensional domain H through the function � : x→ �(x) ∈
H [31]. A kernel function K(x, y) = �(x)� · �(y) defines an inner prod-
uct in space H, leading to the following dual formulation:

max
˛

N∑
i=1

˛i −
1
2

N∑
i,s=1

˛i˛syiysK(xi, xs)

s.t.
N∑

i=1

˛iyi = 0,

0 ≤ ˛i ≤ C, i = 1, . . .,  N.

(3)

In this work we  use both linear SVM as well as the kernel-
based formulation with Gaussian kernel, which usually achieves
very good results and is a common choice in the literature [26,31].
This kernel function has the following form:

K(xi, xs) = exp

(
−||xi − xs||2

2�2

)
(4)

where � > 0 controls the kernel width.
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