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a  b  s  t  r  a  c  t

Differential  evolution  (DE) is a  simple  yet  powerful  evolutionary  algorithm  (EA)  for  global  numerical
optimization.  However,  its  performance  is  significantly  influenced  by its  parameters.  Parameter  adapta-
tion has  been  proven  to be an  efficient  way  for  the  enhancement  of the  performance  of  the  DE algorithm.
Based  on  the  analysis  of  the  behavior  of  the  crossover  in DE,  we  find  that  the  trial  vector is directly  related
to  its binary  string,  but not  directly  related  to the  crossover  rate.  Based  on  this  inspiration,  in this  paper,
we  propose  a  crossover  rate  repair technique  for the  adaptive  DE  algorithms  that  are  based  on  success-
ful  parameters.  The  crossover  rate in  DE  is  repaired  by  its  corresponding  binary  string,  i.e. by using  the
average  number  of  components  taken  from  the mutant.  The  average  value  of  the  binary  string  is  used  to
replace  the  original  crossover  rate.  To  verify  the  effectiveness  of  the proposed  technique,  it is  combined
with  an  adaptive  DE variant,  JADE,  which  is  a highly  competitive  DE  variant.  Experiments  have  been
conducted  on 25  functions  presented  in  CEC-2005  competition.  The  results  indicate  that  our  proposed
crossover  rate  technique  is able  to enhance  the performance  of  JADE.  In  addition,  compared  with  other
DE  variants  and  state-of-the-art  EAs,  the  improved  JADE  method  obtains  better,  or  at  least  comparable,
results  in  terms  of  the  quality  of  final  solutions  and  the  convergence  rate.

© 2013  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Differential evolution (DE), proposed by Storn and Price in 1995
[1,2], is a simple, efficient, and versatile population-based evo-
lutionary algorithm (EA) for the global numerical optimization.
The advantages are its simple structure, ease of use, speed, and
robustness. Due to these advantages, DE has been successfully
applied in diverse fields, including data mining, pattern recog-
nition, digital filter design, etc. [3,4]. In addition, recent studies
demonstrate the highly competitive performance provided by DE
in constrained optimization problems, multi-objective optimiza-
tion problems, and other complex problems. More details on the
state-of-the-art research within DE can be found in two  surveys
[5,6] and the references therein.

There are three algorithmic parameters in the original DE algo-
rithm, which are (i) the population size NP;  (ii) the crossover rate
CR; and (iii) the scaling factor F. Originally, these parameters are
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user-specified and kept fixed during the run. However, recent stud-
ies indicate that the performance of DE is very sensitive to the
parameter setting and the choice of the best parameters is always
problem-dependent [7–9]. In order to obtain acceptable results, we
need different parameter settings for different problems at hand.
Even for the same problem, different parameters are required at dif-
ferent stages of evolution. Thus, some researchers investigated the
parameter adaptation techniques to adaptively choose the param-
eters for the DE algorithm, including jDE [9], SaDE [10], JADE [11],
and so on. These adaptive DE variants obtained very promising
results in the DE literature.

In this paper, we first analyze the behavior of the crossover
operator. Then, we propose a crossover rate repair technique for
the adaptive DE algorithm. The crossover rate in DE  is repaired by
its corresponding binary string, i.e. by using the average number
of components taken from the mutant. As it will be explained in
the following sections, we  can see that the crossover rate repair
technique is very simple. In order to evaluate the efficiency of our
proposed technique, it is combined with an adaptive DE variant,
JADE [11], which is a highly competitive DE variant. Experiments
have been conducted on 25 benchmark functions presented in CEC-
2005 competition [12] on real-parameter numerical optimization.
In addition, the proposed crossover rate repair technique is also
incorporated into SaDE [10] and EPSDE [13]. Experimental results
indicate that this technique is able to enhance the performance of
JADE, SaDE, and EPSDE in the test functions at D = 30 and D = 50.
Moreover, compared with other DE variants and state-of-the-art
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EAs, the improved JADE method obtains better, or at least com-
parable, results in terms of the quality of final solutions and the
convergence rate.

The rest of this paper is organized as follows. Section 2 briefly
introduces the original DE algorithm and the related work. In Sec-
tion 3 we present our proposed crossover rate repair technique in
detail. In Section 4, we comprehensively evaluate the performance
of our approach through different experiments. In Section 5, we
conclude the work of this paper.

2. Related work

In this section, we first briefly introduce the original DE algo-
rithm. Then, the studies on the influence of crossover in DE are
briefly introduced. Finally, the recently proposed adaptive DE vari-
ants in the literature are surveyed.

2.1. Differential evolution

DE algorithm is initially proposed to solve numerical optimiza-
tion problems. Without loss of generality, in this work, we consider
the following numerical optimization problem:

Minimize f (x), x ∈ R
D, (1)

where x = [x1, x2, . . .,  xD]T, and D is the dimension, i.e.,  the number
of decision variables. Generally, for each variable xj, it satisfies a
boundary constraint, such that:

Lj ≤ xj ≤ Uj, j = 1, 2, . . .,  D. (2)

where Lj and Uj are respectively the lower bound and upper bound
of xj.

2.1.1. Initialization
The DE population consists of NP vectors. Initially, the popula-

tion is generated at random. For example, for the ith vector xi it is
initialized as follows:

xi,j = Lj + rndreal(0,  1) · (Uj − Lj) (3)

where i = 1, . . .,  NP,  j = 1, . . .,  D, and rndreal(0, 1) is a uniformly
distributed random real number in (0, 1).

2.1.2. Mutation
After initialization, the mutation operation is applied to gener-

ate the mutant vector vi for each target vector xi in the current
population. There are many mutation strategies available in the
literature [3,14,11], the classical one is “DE/rand/1”:

vi = xr1 + F · (xr2 − xr3 ) (4)

where F is the mutation scaling factor, r1, r2, r3 ∈ {1, . . .,
NP}  are mutually different integers randomly generated, and
r1 /= r2 /= r3 /= i.

2.1.3. Crossover
In order to diversify the current population, following muta-

tion, DE employs the crossover operator to produce the trial vector
ui between xi and vi. The most commonly used operator is the
binomial or uniform crossover performed on each component as
follows:

ui,j =
{

vi,j, if (rndreal(0,  1) < CRorj = jrand)

xi,j, otherwise
(5)

where CR is the crossover rate and jrand is a randomly gener-
ated integer within [1, D]. It is worth noting that there are other
crossover operators in DE, such as the exponential crossover [3].

However, in this paper, we  only focus on the binomial crossover
mentioned above due to its promising performance obtained.

2.1.4. Selection
Finally, to keep the population size constant in the follow-

ing generations, the selection operation is employed to determine
whether the trial or the target vector survives to the next genera-
tion. In DE, the one-to-one tournament selection is used as follows:

xi =
{

ui, if f (ui) ≤ f (xi)

xi, otherwise
(6)

where f(x) is the objective function to be optimized. For the sake
of clarity, the pseudo-code of DE with “DE/rand/1/bin” is given in
Algorithm 1, where rndint(1, D) returns a uniformly distributed
random integer number between 1 and D.

Algorithm 1. The DE algorithm with “DE/rand/1/bin”
1: Generate the initial population
2: Evaluate the fitness for each individual
3: while the halting criterion is not satisfied do
4: for i = 1 to NP do
5:  Select uniform randomly r1 /= r2 /= r3 /= i
6: jrand = rndint(1, D)
7: for j = 1 to D do
8: if rndrealj(0, 1) < CR or j is equal to jrand then
9:  ui,j = xr1,j + F · (xr2,j − xr3,j)

10: else
11: ui,j = xi,j

12: end if
13: end for
14: end for
15: for i = 1 to NP do
16: Evaluate the offspring ui

17: if f(ui) is better than or equal to f(xi) then
18: Replace xi with ui

19: end if
20: end for
21: end while

2.2. Influence of crossover in DE

The crossover operator, which is designated to enhance the
potential diversity of the population, plays an important role in
DE. In the DE family of algorithms there are mainly two  kinds
of crossover methods: binomial and exponential [3]. Between the
two crossover methods, there are two essential differences: (i) the
probability distribution of crossover length; and (ii) the inheritance
continuity [15]. In the binomial crossover, the relation between the
probability distribution and its crossover rate CR is linear; while in
the exponential crossover the relation is nonlinear [16,17]. Through
exponential crossover the trial vector gets a fraction of the mutant
consecutively (in cyclic sense) while the inheritance by binomial
crossover is non-consecutive [15].

In the DE literature, there are some studies that have exam-
ined the influence of crossover. In [16,17], Zaharie analyzed the
influence of the crossover operator and the crossover rate CR on
the behavior of DE. The relation between mutation probability pm

and crossover rate CR is also theoretically analyzed for several vari-
ants of crossover in [16,17]. Lin et al. presented theoretical analysis
and comparative study of different crossover methods in DE to bet-
ter understand the role of crossover [15]. They also designed two
new crossover methods, namely consecutive binomial crossover
and non-consecutive exponential crossover. In [15], the authors
concluded that the choice of the proper crossover method and its
associated parameters is dependent on the features of the prob-
lems.

The crossover rate CR is used to control which and how many
components to be mutated in each element of the current popula-
tion [17]. Low values of CR result in a small number of parameters
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